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## [57]

## ABSTRACT

A Reed-Solomon decoder receives code sequences of M coefficients having a maximum value N , t of which can be corrected. The Reed-Solomon decoder includes 2 t polynomial counters successively receiving the M coefficients of each code sequence, the polynomial counter of rank i ( $\mathrm{i}=0,1$
$. .2 \mathrm{t}-1$ ), providing the coefficient of the term of degree i of a syndrome polynomial. A circuit provides the coefficients of an error locator polynomial from the coefficients of the syndrome polynomial. Another circuit finds the roots of the error locator polynomial by successively trying values $\alpha^{1}$ to $\alpha^{M}$. The polynomial counter of rank $i$ is preceded by a multiplier by $\alpha^{(B+i)(N-M)}, \alpha^{B+i}$ being the $i-t h$ root of the code generator polynomial.

23 Claims, 4 Drawing Sheets
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## REED-SOLOMON DECODER

## BACKGROUND OF THE INVENTION

## 1. Field of the Invention

The present invention relates to a Reed-Solomon decoder for correcting errors on digital data during a transmission (by electric, radio, or any other suitable signals), and more particularly to Reed-Solomon decoder methods and apparatus for providing, in a suitable order, data to be corrected and the respective correction values.

## 2. Discussion of the Related Art

Reed-Solomon (RS) encoding consists in providing packets of data to transmit in the form of RS codes, whereby these packets of data may then be extracted from the RS codes and corrected in a receiver. An RS code is a set of M digital data which are associated with coefficients of a polynomial of degree $\mathrm{M}-1$ which is a multiple of a generator polynomial of degree $2 t$ having $2 t$ distinct roots. In transmitting such an RS code, up to $t$ erroneous coefficients can be localized and corrected.

In addition, the coefficients of an RS code are associated with elements of a finite field. Thus, if the coefficients to be transmitted are $n$-bit numbers, a finite field of $2^{n}$ elements, noted $\operatorname{GF}\left(2^{n}\right)$, will be used. In this finite field an RS code may include up to $\mathrm{N}=2^{n}-1$ coefficients.

In a finite field, additions and multiplications are defined in a specific manner. The multiplication is such that the successive elements of the finite field can be written $0, \alpha^{0}$, $\alpha^{1}, \ldots \alpha^{N-1}$ and that $\alpha^{i}=\alpha^{i+N}$, where $i$ is an arbitrary positive or negative integer.

To transmit a set of M-2t data $a_{M-2 t-1}, \ldots, a_{1}, a_{0}$ according to RS encoding ( $\mathrm{M} \leqq \mathrm{N}$ ), the following polynomial is formed:

$$
a(x)=a_{M-2 i-1} x^{M-2 t-1}+\ldots+a_{1} x+a_{0} .
$$

Then, the coefficients of the polynomial

$$
A(x)=x^{2 i} a(x)+r(x)
$$

are transmitted, where $r(x)$ is the remainder of the division of polynomial $x^{2 t} a(x)$ by the generator polynomial. Thus, the coefficients A of polynomial $\mathrm{A}(\mathrm{x})$ constitute an RS code, and the coefficients corresponding to the terms of degrees $2 t$ to $\mathrm{N}-1$ are the effective coefficients a to be transmitted. Of course, the transmission is subject to errors and some of the received coefficients A may be erroneous.

FIG. 1 represents an architecture of a conventional ReedSolomon decoder, designed to correct up to $t$ erroneous coefficients among the received coefficients $A$. The received coefficients $A$ are provided to the decoder in the order corresponding to the terms of decreasing degrees of polynomial A(x).

A circuit 10 provides the coefficients of a syndrome polynomial $S(x)$ (hereafter referred to as a syndrome) of degree $2 t-1$. The coefficient of the term of degree $i(i=0$, $1, \ldots 2 t-1$ ) of this syndrome, is expressed as follows:

$$
S_{i}=A\left(\alpha^{B+i}\right),
$$

where $\alpha^{B+0}, \alpha^{B+1} \ldots \alpha^{B+2 t-1}$ are the roots of the generator polynomial and $B$ is a constant.

FIG. 2 represents a conventional structure of the circuit 10 for providing the coefficients of the syndrome. This structure includes $2 t$ polynomial counters associated with coefficients $\mathrm{S}_{0}$ to $\mathrm{S}_{2 \tau-1}$, respectively, of the syndrome. Each polynomial counter associated with a coefficient $S_{i}$ of the syndrome
includes a register 12 preceded by an adder 13. A first input of each adder 13 successively receives coefficients $\mathrm{A}_{M_{-1}}$ to $\mathrm{A}_{0}$. A second input of each adder $\mathbf{1 3}$ receives an output of a register 12 multiplied by $\alpha^{B+i}$ by a multiplier 14 .
5 Each time a coefficient $A_{j}$ arrives, the content of each register 12 is replaced with its initial content increased by $\mathrm{A}_{j}$ $\alpha^{B+i}$. At the arrival of coefficient $\mathrm{A}_{M-1}$, register $\mathbf{1 2}$ contains the value of polynomial $\mathrm{A}(\mathrm{x})$ for $\mathrm{x}=\alpha^{B+i}$, i.e., the coefficient $\mathrm{S}_{i}$ of the syndrome. Coefficients A must be provided to the 10 polynomial counters in the order corresponding to the terms of decreasing degrees of polynomial $\mathrm{A}(\mathrm{x})$.
A circuit 20 of FIG. 1 provides, from the syndrome coefficients, the coefficients of a so-called error locator polynomial $\lambda(x)$, of a degree smaller than or equal to $t$, and 15 coefficients of a so-called error correction polynomial $\mathrm{R}(\mathrm{x})$, of a degree smaller than $t$, such that

$$
x^{2 x} \gamma(x)+\lambda(x) S(x)=R(x),
$$

where $\gamma(x)$ is a polynomial which is not to be determined.
The error locator polynomial $\lambda(\mathrm{x})$ has, at most, t distinct roots. If $\alpha^{r}(\mathrm{r}=0,1, \ldots \mathrm{M}-1)$ is a root of polynomial $\lambda(\mathrm{x})$, coefficient $\mathrm{A}_{N-r}$ has been transmitted with an error. The error on this coefficient is expressed as follows:

$$
\begin{equation*}
e_{r}=R\left(\alpha^{\prime}\right) / \alpha^{r} \lambda^{\prime}\left(\alpha^{\prime}\right) \tag{1}
\end{equation*}
$$

where $\lambda^{\prime}$ is the derivative polynomial of polynomial $\lambda$.
To calculate the coefficients of polynomials $\lambda(x)$ and $R(x)$, circuit 20 uses the Euclid algorithm.
The article of IEEE Transactions on Computers, Vol. C-34, No. 5, May 1985, "A VLSI Design of a Pipeline Reed-Solomon Decoder" describes an exemplary use of the Euclid algorithm and a circuit for carrying out the Euclid algorithm in this example.
A circuit 30 in FIG. 1 is used to find, from the coefficients of polynomials $\lambda(x)$ and $R(x)$, the roots of polynomial $\lambda(x)$ and to calculate the errors according to equation (1). Circuit 30 includes a first part 37 for finding the roots of the error locator polynomial, and a second part 39 for providing errors $40 \mathrm{e}_{0}, \ldots, \mathrm{e}_{M-1}$.

FIG. 3 represents a conventional structure of the first part 37 for finding the roots of the error locator polynomial $\lambda(\mathrm{x})$. This conventional structure successively calculates the values of polynomial $\lambda(x)$ for the successive values $\alpha^{0}, \alpha^{-1} \ldots$, $\alpha^{1-M}$ of $x$. Instead of providing $M$ polynomial counters to calculate the values of polynomial $\lambda(x)$ for each value $\alpha^{0}$ to $\alpha^{1-M}$, which would require a large surface, $t+1$ calculation cells respectively associated with coefficients $\lambda_{0}$ to $\lambda_{t}$ of polynomial $\lambda(x)$ are provided.
Each cell associated with a coefficient $\lambda_{i}$ includes a register $\mathbf{3 2}$ preceded by a multiplier $\mathbf{3 3}$ having a first input that receives an output of register 32 and a second input that receives value $\alpha^{-i}=\alpha^{N-i}$.

The outputs of registers $\mathbf{3 2}$ are provided to the respective inputs of an adder 34.

Initially, coefficients $\lambda_{0}$ to $\lambda_{t}$ are written in respective registers $\mathbf{3 2}$. Adder $\mathbf{3 4}$ thus provides the value of polynomial $\lambda(\mathrm{x})$ for $\mathrm{x}=\alpha^{0}=1$.

Then, writing in registers 32 is enabled at each of M-1 60 successive steps. Thus, at the $(\mathrm{j}-\mathrm{i})$ th step, the register 32 associated with coefficient $\lambda_{i}$ contains value $\lambda_{i} \alpha^{-i j}$. Adder 34 provides the value of polynomial $\lambda(\mathrm{x})$ for $\mathrm{x}=\alpha^{-j}$.

Thus, the structure of FIG. 3 provides, during M successive steps, the values of polynomial $\lambda(x)$ for the successive values $\alpha^{0}$ to $\alpha^{1-M}$ of $x$. At each of these steps, the corresponding error $e$ is calculated. If at a step $r$, adder 34 provides a non-null value, error $e_{r}$ is zero. Otherwise, error
$\mathrm{e}_{r}$ is calculated according to equation (1). As a result, errors e are calculated in the order corresponding to the coefficients of the terms of increasing degrees of polynomial $\mathrm{A}(\mathrm{x})$.

As represented in FIG. 1, errors $\mathrm{e}_{0}$ to $\mathrm{e}_{M-1}$ are successively provided to a first input of adder 36. Simultaneously, adder 36 receives at a second input the corresponding coefficients $A$, i.e., successively $\mathrm{A}_{0}$ to $\mathrm{A}_{M-1}$. Coefficients A are provided to adder $\mathbf{3 6}$ through a delay and order inversion circuit 40. The introduced delay is intended to compensate for M calculation steps of the coefficients of the syndrome by circuit 10 and for $2 t$ steps needed to provide the coefficients of polynomials $\lambda(\mathrm{x})$ and $\mathrm{R}(\mathrm{x})$ by circuit $\mathbf{2 0}$. The order of transmission of the corrected coefficients A provided by adder $\mathbf{3 6}$ is again inverted by an order inverting circuit $\mathbf{4 2}$ to restore the initial transmission order. This is necessary to avoid a latency which would be caused in providing the $2 t$ coefficients of lowest degree of polynomial A, which do not correspond to desired coefficients a.

Thus, a conventional Reed-Solomon decoder needs two inverting circuits each of which includes at least M flip-flops which are controlled by complex circuitry.

## SUMMARY OF THE INVENTION

An object of the present invention is to provide a ReedSolomon decoder capable of providing the errors of the coefficients to be processed in the order of the initial transmission of these coefficients.

To achieve this object, the present invention is based on the inversion of the order of trial of the roots of polynomial $\lambda(\mathrm{x})$, i.e., instead of trying values $\alpha^{0}$ to $\alpha^{1-M}$, values $\alpha^{1}$ to $\alpha^{M}$ are tried, which can also be achieved by the successive trial structure of FIG. 3. However, when directly proceding so, the indexes of the corresponding coefficients to correct would be $\mathrm{N}-1$ to $\mathrm{N}-\mathrm{M}$ which only correspond to coefficients $\mathrm{A}_{M-1}$ to $\mathrm{A}_{0}$ in the particular case where $\mathrm{M}=\mathrm{N}$.
For applying the inversion of the trial order in general, it is assumed, according to the invention, that the M coefficients $\mathrm{A}_{M-1}$ to $\mathrm{A}_{0}$ are the coefficients of terms of highest degree of a polynomial of degree $\mathrm{N}-1$ whose $\mathrm{N}-\mathrm{M}$ terms of lowest degree are null. For this purpose, it is sufficient, in the circuit for calculating the coefficients of the syndrome, to use the polynomial $\mathrm{x}^{N-M} \mathrm{~A}(\mathrm{x})$ instead of polynomial $\mathrm{A}(\mathrm{x})$.
In another illustrative embodiment, the present invention provides a Reed-Solomon decoder receiving sequences of $M$ n-bit data corresponding to coefficients of polynomials of degree $\mathrm{M}-1$, these polynomials being multiples of a generator polynomial having successive roots $\alpha^{B}$ to $\alpha^{B+2 t-1}$, where B is an integer constant. The coefficients are associated with elements of a finite field of $\mathrm{N}+1=2^{n}$ elements among which $\alpha$ is a non-zero and non-unity element. The decoder includes $2 t$ polynomial counters successively receiving the M data of each sequence, the polynomial counter of rank i $(\mathrm{i}=0,1 \ldots 2 \mathrm{t}-1)$ provides the coefficient of the term of degree $i$ of a syndrome polynomial, equal to the value of the polynomial of degree $\mathrm{M}-1$ for the $\operatorname{root} \alpha^{B+i}$, this polynomial counter of rank i being preceded by a multiplier by $\alpha^{(B+i)(N-M)}$. A circuit provides the coefficients of an error locator polynomial of degree at most equal to $t$, from the coefficients of the syndrome polynomial. Another circuit finds the roots of the error locator polynomial by successively trying values $\alpha^{1}$ to $\alpha^{M}$.

According to an embodiment of the invention, if $\mathrm{N}=\mathrm{k}(\mathrm{N}-$ M) (where k is an integer), the decoder includes k multipliers by $\alpha^{B(N-M)}, \alpha^{(B+1)(N-M)}, \ldots \alpha^{(B+k-1)(N-M)}$, respectively, the multiplier of rank i ( $\mathrm{i}=0,1, \ldots \mathrm{k}-1$ ) precedes the polynomial counters of ranks $i+p k$, where $p$ varies from 0 to the integer part of $(2 t-i-1) / k$.

According to an embodiment of the invention, the circuit for calculating the roots of the error locator polynomial includes, for each coefficient of term of degree i of the error locator polynomial, a register initially storing this coefficient, and a multiplier connected to successively replace the content of the register with its preceding content multiplied by $\alpha^{i}$, the output of each multiplier being provided to a respective input of an adder.

The foregoing and other objects, features, aspects and advantages of the invention will become apparent from the following detailed description of the present invention when taken in conjunction with the accompanying drawings.

## BRIEF DESCRIPTION OF DRAWINGS

FIG. 1, above described, schematically represents an architecture of a conventional Reed-Solomon decoder;

FIG. 2, above described, schematically represents a conventional architecture of a circuit for calculating syndrome coefficients;

FIG. 3, above described, schematically represents a conventional architecture of a circuit for successively trying the roots of an error location polynomial;

FIG. 4 represents an embodiment of a circuit for calculating the coefficients of a syndrome according to the present invention;

FIG. 5 represents an embodiment of a successive root trial circuit according to the invention; and

FIG. 6 represents an optimized embodiment of a circuit for calculating the coefficients of a syndrome.

FIG. 7 represents an architecture of a Reed-Solomon decoder according to the invention.

## DETAILED DESCRIPTION

To correct M coefficients $\mathrm{A}_{M-1}$ to $\mathrm{A}_{0}$ of an RS code without modifying their order of arrival, the present invention processes the M coefficients as if they corresponded to the terms of highest degree of a polynomial of degree $\mathrm{N}-1$, wherein the $\mathrm{N}-\mathrm{M}$ terms of lowest degree are considered null ( N is the number of non-null elements of the used finite field and $M$ is the number of coefficients of each RS code). This is equivalent to multiplying an initial polynomial $\mathrm{A}(\mathrm{x})$ by $\mathrm{x}^{N-M}$. The obtained coefficients of polynomial $\mathrm{x}^{N-M} \mathrm{~A}(\mathrm{x})$ also constitute RS codes since the roots of polynomial $\mathrm{A}(\mathrm{x})$ are also roots of polynomial $\mathrm{x}^{N-M} \mathrm{~A}(\mathrm{x})$.

With this method, the calculation of the coefficients of the syndrome is modified since the coefficient of the term of degree $i$ is now expressed by

$$
S_{i}=\alpha^{(B+i)(M-N)} A\left(a^{B+1}\right) .
$$

FIG. 4 represents an embodiment of a circuit for calculating the coefficients of the syndrome according to the invention. The same elements represented in FIG. 2 are designated with the same reference numbers. The circuit of FIG. 4 differs from the circuit of FIG. 2 in that each polynomial counter associated with a coefficient $\mathrm{S}_{i}$ is preceded by a multiplier 44 by $\alpha^{(B+i)(N-M)}$.

FIG. 5 represents an embodiment of a circuit 38 (see FIG. 7) for determining the roots of the error locator polynomial $\lambda(\mathrm{x})$, by successive trial of values $\alpha^{1}$ to $\alpha^{M}$. The M successive tried values according to this order correspond to the coefficients of terms of degrees $\mathrm{N}-1$ to $\mathrm{N}-\mathrm{M}$ of a polynomial of degree $\mathrm{N}-1$. Because of the multiplication of polynomial $\mathrm{A}(\mathrm{x})$ by $\mathrm{x}^{N-M}$, these coefficients correspond to the coefficients $\mathrm{A}_{M-1}$ to $\mathrm{A}_{0}$. Since the values are tried in the
order of arrival of coefficients A, the order inversion circuit 42 of FIG. 1 and the order inversion control in the delay circuit 40 need not be provided (see FIG. 7), which allows significant simplification of the decoder. The circuit 39 provides errors $\mathrm{e}_{M-1}, \ldots, \mathrm{e}_{0}$.

In the circuit of FIG. 5 designed for successive trial, the same elements represented in FIG. 3 are designated with the same reference numbers. However, the structure is different from the structure of FIG. $\mathbf{3}$ in that adder $\mathbf{3 4}$ receives the outputs of multipliers $\mathbf{3 3}$ instead of the outputs of registers 32 and in that each multiplier 33 associated with a coefficient $\lambda_{i}$ receives value $\alpha^{i}$ instead of $\alpha^{-i}$.

Initially, the coefficients $\lambda_{0}$ to $\lambda_{t}$ are written in the respective registers 32. Adder 34 thus provides the value of polynomial $\lambda(\mathrm{x})$ for $\mathrm{x}=\alpha^{1}$. During $\mathrm{M}-1$ additional steps, the writing in registers $\mathbf{3 2}$ is enabled and adder $\mathbf{3 4}$ provides the values of polynomial $\lambda(\mathrm{x})$ while x varies from $\alpha^{2}$ to $\alpha^{M-1}$.

FIG. 6 represents a simplified embodiment of the circuit of FIG. 4 for calculating the syndrome coefficients in the particular case where N is a multiple of $\mathrm{N}-\mathrm{M}(\mathrm{N}=\mathrm{k}(\mathrm{N}-\mathrm{M})$ ). In this case, each multiplier 44 associated with a coefficient $\mathrm{S}_{i}$ executes the same multiplication as the multiplier associated with coefficient $\mathrm{S}_{i-k}$. Accordingly, multiplier 44 associated with coefficient $S_{i}$ can be omitted and the corresponding polynomial counter is supplied by a multiplier 44 associated with coefficient $\mathrm{S}_{i-k}$.

FIG. 6 shows the resulting simplification with an example where $\mathrm{N}=255, \mathrm{M}=204, \mathrm{~B}=0$, and $\mathrm{t}=8$, corresponding to the European standard for cable or satellite transmission of RS codes in digital television. In this case, $\mathrm{N}=5(\mathrm{~N}-\mathrm{M})$ and $\mathrm{N}-\mathrm{M}=51$. The polynomial counters associated with coefficients $\mathrm{S}_{0}, \mathrm{~S}_{5}, \mathrm{~S}_{10}$ and $\mathrm{S}_{15}$ are directly supplied with the coefficients $\mathrm{A}_{203}$ to $\mathrm{A}_{0}$. The polynomial counters associated with the coefficients $S_{1}, S_{6}$ and $S_{11}$ are preceded by a multiplier by $\alpha^{51}$. The polynomial counters associated with the coefficients $\mathrm{S}_{2}, \mathrm{~S}_{7}$ and $\mathrm{S}_{12}$ are preceded by a multiplier by $\alpha^{2} x^{51}$. The polynomial counters associated with coefficients $S_{3}, S_{8}$ and $S_{13}$ are preceded by a multiplier by $\alpha^{3} x^{51}$. Finally, the polynomial counters associated with coefficients $S_{4}, S_{9}$ and $S_{14}$ are preceded by a multiplier by $\alpha^{4} x^{51}$.

In this example, four multipliers are used at the inputs of the polynomial counters instead of the 15 normally needed.

Having thus described at least one illustrative embodiment of the invention, various alterations, modifications, and improvements will readily occur to those skilled in the art. Such alterations, modifications, and improvements are intended to be within the spirit and scope of the invention. Accordingly, the foregoing description is by way of example only and is not intended to be limiting. The invention is limited only as defined in the following claims and the equivalents thereto.

What is claimed is:

1. AReed-Solomon decoder for receiving sequences of $M$ n-bit data that correspond to coefficients of code polynomials of degree $\mathrm{M}-1$, the code polynomials being multiples of a generator polynomial having successive roots $\alpha^{B}$ to $\alpha^{B+2 t-}$ 1 , wherein B is an integer constant, the coefficients of the code polynomials being associated with elements of a finite field of $\mathrm{N}+1=2^{n}$ elements, wherein $\alpha$ is a non-zero and non-unity element, the decoder comprising:

2 t polynomial counters having successive ranks 0 through $2 t-1$, that successively receive $M$ data of a sequence and provide coefficients of a syndrome polynomial according to the M data of the sequence, wherein one of the polynomial counters has a rank i and provides a coefficient $S_{i}$ of a term of degree $i$ of the syndrome polynomial, the coefficient $S_{i}$ being equal to a value of
the code polynomial of degree M-1 for a root $\alpha^{B+i}$ of the successive roots $\alpha^{B}$ to $\alpha^{B+2 t-1}$;
a multiplier by a value $\alpha^{(B+i)(N-M)}$ having a first input that receives the M data of the sequence, a second input that receives the value $\alpha^{(B+i)(N-M)}$, and an output that provides a product of the M data sequence and the value $\alpha^{(B+i)(N-M)}$ to the one of the polynomial counters having the rank i ;
an error locator polynomial circuit that provides coefficients of an error locator polynomial of degree at most equal to $t$, from the coefficients of the syndrome polynomial; and
a root finding circuit that finds roots of the error locator polynomial by successively trying values $\alpha^{1}$ to $\alpha^{M}$.
2. The Reed-Solomon decoder of claim 1, wherein $\mathrm{N}=\mathrm{k}$ $(\mathrm{N}-\mathrm{M}), \mathrm{k}$ being an integer, and wherein the decoder further comprises:
k multipliers having successive ranks 0 through $\mathrm{k}-1$, that multiply the coefficients of the code polynomials by $\alpha^{(B+k-1)(N-M)}$, respectively, wherein one of the multipliers has a rank i and precedes the polynomial counters of ranks $i+p k$, wherein $p$ varies from 0 to an integer part of $(2 t-\mathrm{i}-1) / \mathrm{k}$, and wherein the k multipliers includes the multiplier by the value $\alpha^{(B+i)(N-M)}$.
3. The Reed-Solomon decoder of claim 1, wherein said root finding circuit includes, for each coefficient of a term of degree j of the error locator polynomial, a respective register initially storing said coefficient and a multiplier connected to the respective register that successively replaces a content of the register with a preceding content multiplied by $\alpha^{j}$, wherein $j$ is between 0 and $t$, an output of each multiplier being provided to a respective input of an adder.
4. The Reed-Solomon decoder of claim 1, wherein $\mathrm{N}=255, \mathrm{M}=204, \mathrm{~B}=0$, and $\mathrm{t}=8$.
5. The Reed-Solomon decoder of claim 1, wherein the root finding circuit includes:
root determining circuitry that determines the roots of the error locator polynomial according to a successive trial of the values $\alpha^{1}$ to $\alpha^{M}$ to match an order of arrival of the coefficients of the code polynomials.
6. AReed-Solomon decoder for decoding a code sequence of digital values, the code sequence corresponding to a code polynomial having a plurality of code coefficients, each digital value corresponding to one of the plurality of code coefficients of the code polynomial, the code polynomial being a multiple of a generator polynomial, the decoder comprising:
a syndrome polynomial generating circuit that receives the code polynomial and generates a syndrome polynomial having a plurality of syndrome coefficients, according to the code polynomial, the syndrome polynomial generating circuit including:
a terminal that receives the code sequence,
a plurality of polynomial counters, each polynomial counter corresponding to a respective one of the plurality of syndrome coefficients having a first input coupled to the terminal, a second input that receives a root of the generator polynomial, and an output that provides the respective syndrome coefficient of the syndrome polynomial, and
at least one multiplier interconnected between the terminal and at least one of the plurality of polynomial counters, each multiplier having a first input coupled to the terminal, a second input that receives a predetermined value, and an output coupled to the first input of the at least one polynomial counter;
an error locator polynomial generating circuit, coupled to an output of the syndrome polynomial generating circuit, that generates an error locator polynomial according to the syndrome polynomial; and
decoding circuitry, coupled to an output of the error locator polynomial generating circuit, that decodes the code sequence according to the error locator polynomial.
7. The Reed-Solomon decoder of claim 6, wherein the at least one multiplier includes:
a plurality of multipliers interconnected between the terminal and the plurality of polynomial counters, the first input of each polynomial counter being coupled to an output of one of the plurality of multipliers.
8. The Reed-Solomon decoder of claim 6, wherein the syndrome polynomial has a degree of $2 \mathrm{t}-1$, wherein each syndrome coefficient is associated with a term of degree 0 through $2 \mathrm{t}-1$, wherein each polynomial counter is ranked according to the degree of the term associated with the syndrome coefficient corresponding to the polynomial counter, wherein M is a positive integer, wherein the code polynomial has a degree of $\mathrm{M}-1$, wherein each digital value of the code sequence has n bits, wherein N is a multiple of $\mathrm{N}-\mathrm{M}$ so that $\mathrm{k}=\mathrm{N} /(\mathrm{N}-\mathrm{M})$, and wherein the at least one multiplier includes:
k multipliers ranked 1 through k and interconnected between the terminal and the respective polynomial counter, wherein the first input of each polynomial counter of rank $\mathrm{i}+\mathrm{pk}$ is coupled to an output of a multiplier of rank $i, p$ being between 0 and an integer part of ( $2 \mathrm{t}-\mathrm{i}-1$ )/k.
9. The Reed-Solomon decoder of claim 6, wherein the decoding circuitry includes:
a error detecting circuit, coupled to the output of the error locator polynomial generating circuit, that provides an error detection signal indicating whether an error exists in the code sequence; and
an error sequence circuit, responsive to the error detection signal, that provides an error sequence of error values to correct the code sequence.
10. The Reed-Solomon decoder of claim 9 , wherein the code polynomial has a degree of $\mathrm{M}-1$ and each code coefficient of the code polynomial is associated with a term having a degree between 0 and $\mathrm{M}-1$, and wherein the decoding circuitry further includes:
a decoding adder having a first input that serially receives the code coefficients of the code polynomial, wherein a code coefficient associated with a term of higher degree is received before a code coefficient associated with a term of lower degree, a second input that serially receives the error sequence, and an output that provides a corrected sequence.
11. The Reed-Solomon decoder of claim 10, wherein the error detecting circuit includes:
a plurality of calculating cells, each calculating cell 55 including:
a register having a first input that receives a respective error locator coefficient of the error locator polynomial, a second input, and an output, and
a multiplier having a first input coupled to the output of the register, a second input that receives a predetermined number, and an output coupled to the second input of the register; and
an error detection adder having a plurality of inputs, each input being coupled to the output of the multiplier of 6 the respective calculating cell, and an output that provides the error detection signal.
12. A method for Reed-Solomon decoding of a code sequence of digital values, the code sequence corresponding to a code polynomial having a plurality of code coefficients, each digital value of the code sequence corresponding to one of the plurality of code coefficients of the code polynomial, the code polynomial being a multiple of a generator polynomial, the method comprising the steps of:
A. generating a syndrome polynomial having a plurality of syndrome coefficients, according to the code polynomial, by multiplying each of the code coefficients by at least one predetermined value to calculate the plurality of syndrome coefficients;
B. generating an error locator polynomial according to the syndrome polynomial; and
C. decoding the code sequence according to the error locator polynomial.
13. The method of claim 12 , wherein step $A$ includes the step of:
multiplying the code coefficients of the code polynomial by each of a plurality of predetermined values to calculate each one of the plurality of syndrome coefficients of syndrome polynomial.
14. The method of claim 12, wherein the syndrome polynomial has a degree of $2 \mathbf{t}-1$, wherein each syndrome coefficient is associated with a term of degree 0 through $2 \mathrm{t}-1$, wherein M is a positive integer, wherein the code polynomial has a degree of $\mathrm{M}-1$, wherein each digital value of the code sequence has n bits, wherein N is a multiple of $\mathrm{N}-\mathrm{M}$ so that $\mathrm{k}=\mathrm{N} /(\mathrm{N}-\mathrm{M})$, and wherein step A includes the step of:
applying the code sequence to k multipliers ranked 1 through k coupled to a plurality of polynomial counters, wherein each polynomial counter is ranked according to the degree of the respective term associated with the syndrome coefficient, to calculate the plurality of syndrome coefficients, wherein the first input of each polynomial counter of rank $\mathrm{i}+\mathrm{pk}$ is coupled to an output of a multiplier of rank $i, p$ being between 0 and an integer part of $(2 t-i-1) / \mathrm{k}$.
15. The method of claim 12, wherein step $C$ includes the steps of:
generating an error detection signal according to the error locator polynomial, the error detection signal indicating whether an error exists in the code sequence; and
generating an error sequence of error values to correct the code sequence when the error detection signal indicates an existence of the error in the code sequence.
16. The method of claim 15 , wherein the code polynomial has a degree of M-1 and each code coefficient of the code polynomial is associated with a term having a degree between 0 and $\mathrm{M}-1$, and wherein step C further includes the steps of:
serially receiving the code coefficients of the code polynomial, wherein a code coefficient associated with a term of higher degree is received before a code coefficient associated with a term of lower degree;
serially receiving the error sequence; and
adding the code coefficients of the code polynomial and the error sequence to provide a corrected sequence.
17. The method of claim 16, wherein the step of generating an error detection signal includes the step of:
storing, in a plurality of registers, respective error locator coefficients of the error locator polynomial as contents of the plurality of registers,
outputting the contents of the plurality of registers to a plurality of multipliers that multiply the contents by a
set of predetermined numbers, to generate new values at outputs of the plurality of multipliers, and
adding the new values at the outputs of the plurality of multipliers to calculate the error detection signal.
18. A Reed-Solomon decoder for decoding a code sequence of digital values, the code sequence corresponding to a code polynomial having a plurality of code coefficients, each digital value of the code sequence corresponding to one of the plurality of code coefficients of the code polynomial, the code polynomial being a multiple of a generator ${ }^{10}$ polynomial, the decoder comprising:
means for generating a syndrome polynomial having a plurality of syndrome coefficients, according to the code polynomial, by multiplying each of the code coefficients by at least one predetermined value to calculate the plurality of syndrome coefficients;
an error locator polynomial circuit coupled to the means for generating, that generates an error locator polynomial according to the syndrome polynomial; and
a decoder circuit coupled to the error locator polynomial circuit, that decodes the code sequence according to the error locator polynomial.
19. The decoder of claim 18, wherein the means for generating a syndrome polynomial includes:
a plurality of multipliers that multiply the respective code coefficients of the code polynomial by the at least one predetermined value to calculate each one of the plurality of syndrome coefficients of syndrome polynomial.
20. The decoder of claim 18, wherein the syndrome polynomial has a degree of $2 \mathfrak{t}-1$, wherein each syndrome coefficient is associated with a term of degree 0 through $2 \mathrm{t}-1$, wherein M is a positive integer, wherein the code polynomial has a degree of $\mathrm{M}-1$, wherein each digital value of the code sequence has n bits, wherein N is a multiple of $\mathrm{N}-\mathrm{M}$ so that $\mathrm{k}=\mathrm{N} /(\mathrm{N}-\mathrm{M})$, and wherein the means for generating includes:
k multipliers, ranked 1 through k , coupled to a plurality of polynomial counters, wherein each polynomial counter is ranked according to the degree of the respective term associated with the syndrome coefficient, to calculate the plurality of syndrome coefficients, wherein a first input of each polynomial counter of rank $i+\mathrm{pk}$ is
coupled to an output of a multiplier of rank $i, p$ being between 0 and an integer part of ( $2 \mathrm{t}-\mathrm{i}-1$ )/k.
21. The decoder of claim $\mathbf{1 8}$, wherein the decoder includes:
an error detection signal generating circuit that generates an error detection signal according to the error locator polynomial, the error detection signal indicating whether an error exists in the code sequence; and
an error sequence generating circuit coupled to the error detection signal generating circuit, that generates a error sequence of error values to correct the code sequence when the error detection signal indicates an existence of an error in the code sequence.
22. The decoder of claim 21, wherein the code polynomial has a degree of $\mathrm{M}-1$ and each code coefficient of the code polynomial is associated with a term having a degree between 0 and M-1, and wherein the decoder further includes:
an adder having a first input that serially receives the code coefficients of the code polynomial, wherein a code coefficient associated with a term of higher degree is received before a code coefficient associated with a term of lower degree, a second input that serially receives the error sequence, which adds the code coefficients to the error sequence and an output that outputs a corrected sequence.
23. The decoder of claim 22, wherein the error detection signal circuit includes:
a plurality of calculating cells, each calculating cell including
a register having a first input that receives a respective error locator coefficient of the error locator polynomial, a second input, and an output, and
a multiplier having a first input coupled to the output of the register, a second input that receives a predetermined number, and an output coupled to the second input of the register; and
an error detection adder having a plurality of inputs, each input being coupled to the output of the multiplier of the respective calculating cell, and an output that provides the error detection signal.
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