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INTRODUCTION 

History 

The first computer-communication networks put into 
operation were designed around the communications pro­
vided by the existing worldwide telephone network. Lucky 
has given a convincing rationale for that decision. l 

"The voice telephone network is perhaps the 
most remarkable information processing system yet 
constructed by man. In 1970 it served 100,000,000 
telephones in the United States. The number of pos­
sible interconnections is clearly enormous. The 
worth of this plant is approximately 50 billion dol­
lars. Over one million people are employed by AT&T 
alone in the care and feeding of this huge network. 
Virtually every statistic associated with the tele­
phone network can be phrased in some extraordi­
nary manner. Its ready accessibility and virtual 
ubiquity make it the obvious first contender for 
handling data traffic." 

As the limitations of this system for data communications 
became apparent, a number of methods were introduced to 
overcome the limitations of dial-up telephone and leased line 
systems. Data concentrators are used to increase the utiliza­
tion of expensive long distance lines. High speed, wideband 
facilities are used to handle those situations where the burst 
data rate requirement of the network is larger than can be 
transmitted in a single voice channel. A few large systems 
use leased line data channels in a network with multiple paths 
between nodes for increased reliability. All of the systems 
built before 1970 however based the organization of their 
data communication channels on the circuit s,vitching meth­
ods developed for voice signals during the latter part of the 
19th century. 

* THE ALOHA SYSTEM is a research project at the University of 
Hawaii, supported by the Advanced Research Projects Agency under 
NASA Contract No. NAS2-6700 and by the U.S. Air Force Office of 
Aerospace Research under Contract No. F44620-69-C-0030. Part of the 
work reported in this paper was supported by Systems Research Corpo­
ration, Honolulu, under ONR Contract NOOO14-70-C-0414. 
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As the need for more powerful and more flexible computer­
communication networks, distributed over large geographical 
areas, increased the basic limitations imposed by the organi­
nzation_.of circ_uit_s.wiiched systems was _questioned 2,3,4 By 

1970 the ARPA Network,S the first computer-communication 
system to employ packet switching techniques suited to the 
peculiar statistics of digital data had gone into operation. 
The network is described in Reference 6: 

"The ARPA K etwork is a new kind of digital 
communication system employing wideband leased 
lines and message switching, wherein a path is not 
established in advance and instead each message 
carries an address. Messages normally traverse 
several nodes in going from source to destination, 
and the network is a store-and-forward system 
wherein, at each node, a copy of the message is 
stored until it is safely received at the following 
node. At each node a small processor (an Interface 
Message Processor, or IMP) acts as a nodal switch­
ing unit and also interconnects the research com­
puter centers, or Hosts, ",ith the high band",idth 
leased lines." 

By January 1973 the use of packet switching techniques in 
the ARPA Network had made possible a resource sharing 
computer network among more than 30 large machines; 
these machines represent an investment of more than 
$80,000,000, span a geographical region from Hawaii to 
lVlassachusetts and the network is still expanding at a rapid 
rate. At this time packet switched techniques are under con­
sideration for other computer-communication networks in 
the USA, Canada, Japan and Western Europe.7 ,s But no 
common carrier has yet announced plans for a packet 
switched data service for the general user of data com­
munications. 

Although the basic packet switched method of organizing 
communication channels in the ARPA Network represents a 
significant step forward from the circuit switched methods of 
the voice oriented common carriers the communications 
medium of the ARPA Network (with the exception of a 
special satellite link to the University of Hawaii) is still the 
point-to-point wire (or microwave) channel. 
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The medium is the multiplexor 

In June 1971 t.he first remote terminal in THE ALOHA 
SYSTEM, an experimental UHF radio, packet switched net­
work was put into operation at the University of Hawaii.9 

THE ALOHA SYSTEM is a packet switched computer 
communication network using many of the design concepts 
of the ARPA Network. The design of THE ALOHA SYS­
TEM departs from that. of the ARPA Network in two major 
respects however. The first is in the use of a new form of 
burst random access method of employing a data communica­
tion channel. That method is particularly at.tractive for use 
with a broadcast radio channel such as in THE ALOHA 
SYSTEM; the characteristics of the ALOHA burst random 
access communication method are described in the next 
section. 

The other respect in which the design of THE ALOHA 
SYSTEM departs from that of the ARPA Network, and in­
deed from the design of all other computer networks, is in the 
form of multiplexing which occurs in THE ALOHA SYS­
TEM. The network uses two 24,000 bits/second channels 
for all remote units-one of these channels is used by all re­
mote units for data into a central machine (an IBM 360/65) 
and the other channel is used for data out of the central 
machine. Since data packets from all remote users access the 
same 24,000 bits/second radio channel in 30 millisecond 
bursts, each user automatically multiplexes their data onto 
that single channel at the time it transmits its packet. Thus 
the multiplexing is accomplished between the transmitting 
antenna at each user station and the receiving antenna at the 
central station. Steven Crocker of ARPA has characterized 
this effect by noting that in THE ALOHA SYSTEM, "the 
medium is t.he multiplexor". 

A final point should be brought out about the lack of need 
for multiplexing equipment in THE ALOHA SYSTEM. The 
cost of communications for a network of terminals connected 
to a central time sharing system is often thought of as being 
composed of the line charges (lease cost or dial-up charges), 
the modem charges at either end of the link plus perhaps 
some portion of the cost of the communications processor. 
For long distance connections to a machine the line charges 
will usually dominate the cost of communications. Even for 
local connections however the real costs of simply connecting 
a terminal to a machine by common carrier communication 
facilities are hard to come by. A good portion of these costs 
can often be attributed to the front end communications 
processor and multiplexor. The need to sample telephone in­
put lines on a frequent basis and to assemble characters, 
limits the number of input lines which can be handled by a 
single processor and the data rates at which these lines can 
operate. Some indication of the magnitude of the cost of per­
forming these functions can be obtained from a survey of 
national time sharing services published in November, 1971.10 

The typical charge for connect time to one of these services 
(that is, the cost necessary for simply tying up communica­
tions resources, not CPU time) was about $lO/hour. 

Since multiplexing in THE ALOHA SYSTE:\t[ is accom­
pli8hed automatically the channel now used in the system i:s 
capable of handling over 500 active terminals9 each trans-

mitting packets at a burst data rate of 24,000 bits/second. 
(Of course the average data rate of each user must be well 
below 24,000 bits/second.) 

The ALOHA channel 

Consider a number of widely separated users each wanting 
to transmit data packets over a single high speed communi­
cation channel. Assume that the rate at which the users gen­
erate packets is such that the average time between packets 
from a single user is much greater than the time needed to 
transmit a single packet. (In THE ALOHA SYSTEM the 
ratio of these times is about 2,000 to 1.) 

Conventional time or frequency multiplexing methods or 
some kind of polling scheme could be employed to share the 
channel among the users. Some of the disadvantages of these 
methods are discussed by Roberts in a related paper in this 
session.14 The method used by THE ALOHA SYSTEM is 
suggested by the statistical characteristics of the packets 
generated by remote users. Since each user will g~nera~e 
packets infrequentlyll and each packet can be tr.ansrrutted m 
a time interval much less than the average time between 
packets the following scheme seems natural. 

Each user station has a buffer which it uses to store one 
line of text. When the line is complete a header containing 
address, control and parity information for a cyclic error de­
tecting code is appended to the text to form a packet and 
the packet is transmitted to the central station. Each user at 
a console transmits packets to the central station over the 
same high data rate channel in a completely unsynchronized 
(from one user to another) manner. If and only if a packet 
is received without error it is acknowledged by the central 
station. After transmitting a packet the transmitting station 
waits a given amount of time for an acknowledgm~nt; if no~e 
is received the packet is automatically retransrrutted. ThIS 
process is repeated until a successful transmission and ac­
knowledgment occurs or until some fixed number of unsuc­
cessful transmissions has been attempted. 

A transmitted packet can be received incorrectly because 
of two different types of errors; (1) random noise errors and 
(2) errors caused by interference with a packet transmitted 
by another console. The first type of error has not been a 
serious problem on the UHF channels employe~. The sec~nd 
type of error, that caused by interference, wIll ~e of Im­
portance only when a large number of users are trym~ to. u~e 
the channel at the same time. Interference errors WIll lImIt 
the number of users and the amount of data which can be 
transmitted over this ALOHA random access channel as 
more remote stations are added to THE ALOHA SYSTEM. 

Capacity of ALOHA channels 

In order to describe these limits we assume that the start 
times of message packets in our channel comprise a Poisson 
point process with parameter A packets/second. If each 
packet lasts T seconds we can define S = AT, where 

S = normalized channel message rate (1) 
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S is called the normalized channel message rate since a 
value of S equal to one would correspond to a channel with 
packets synchronized perfectly so that the start of one packet 
always coincided vvith the end of the previous packet. (Of 
course this will not occur because of our Poisson assump­
tion.) Note that S takes into account only message packets, 
not retransmission packets. 

In addition we a....~ume that the start times of the message 
packets plus packet retransmissions comprise another Poisson 
point process. (This assumption will hold only if the packet 
retransmission delays are large. See Reference 9.) Then we 
can define a quantity G, analogous to the normalized channel 
message rate, which takes into account the message packets 
plus the retransmission packets. 

G = normalized channel traffic rate (2) 

In general we know that 

G?S (3) 

In Reference 9 we showed that 

S=Ge-2G (4) 

and this relationship is plotted in Figure 1. 
Note from Figure 1 that the message rate reaches a maxi­

mum value of Y2e=0.184. For this value of S the channel 
traffic is equal to 0.5. The traffic on the channel becomes un­
stable at S = Y2e and the average number of retransmissions 
becomes unbounded. Thus we may speak of this value of the 
message rate as the capadty of this random access data chan­
nel. Because of the random access feature the channel capac­
ity is reduced to roughly one sixth of its value if we were 
able to fill the channel with a continuous stream of uninter­
rupted data. 

The form of channel analyzed above corresponds to THE 
ALOHA SYSTEM channel now in operation. 

It is possible to modify the completely unsynchronized use 
of the ALOHA channel described in order to increase the 
capacity of the channel. In the pure ALOHA channel each 
user simply transmits a packet when ready without any at­
tempt to coordinate his transmission with those of other 
users. While this strategy has a certain elegance it does lead 
to somewhat inefficient channel utilization. If we can estab­
lish a time base and require each user to start his packets 
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Figure I-Traffic rate vs. message rate for a pure ALOHA channel and 
a slotted ALOHA channel 
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only at certain fixed instants it is possible to increase the 
channel capacity. In this kind of channel, called a slotted 
ALOHA channel, a central clock establishes a time base for 
a sequence of "slots" of the same duration as a packet trans­
mission. Then when a user has a packet to transmit he syn­
chronizes the start of his transmission to the start of a slot. 
In this fashion, if two messages conflict they V\-ill overlap 
completely, rather than partially. 

To analyze the slotted ALOHA channel define Si as the 
probability that the i'th user ",ill send a packet in some slot. 
Assume that each user operates independently of all other 
users and that whether a user sends a message in a given slot 
does not depend upon the state of any previous slot. If we 
have n users we can define S = 2::=1 Si, where 

S = normalized channel message rate (5) 

As before we can also cQp.sider the J::tte_at which a user 
sends message packets plus packet retransmissions. Define 
the probability that the i'th user will send a message packet 
or a packet retransmission as Gi . Then, for n identical users 
we define G= 2::=1 Gi where 

G = normalized channel traffic rate (6) 

and, as in the pure ALOHA channel 

(7) 

We note here that although S, the sum of the Si, is the 
probability that some user will send a message packet in a 
given slot, the analogous statement is not true for O. The 
sum of the Gi is not the probability that some user ",ill send 
a message or repetition packet in a given slot. In fact even 
though G is the sum of the probabilities Gi , G is not itself a 
probability and G may be greater than 1. 

For the slotted ALOHA channel with n independent users, 
the probability that a packet from the i'th user will not ex­
perience an interference from one of the other users is 

n 

II (I-Gj ) 

i=l.#i 

Therefore we may write the follo"'ing relationship between 
the message rate and the traffic rate of the i'th user. 

n 

Si=Gi II (I-Oj) (8) 
i=1.#i 

If all users are identical we have 

(9) 

and 

(10) 

so that (8) can be written 

(11) 

From the collection of the Computer History Museum (www.computerhistory.org)



698 National Computer Conference, 1973 

and in the limit as n~ 00 , we have 

S=Ge-G (12) 

Equation (12) is plotted in Figure 1 (curve labeled Slotted 
ALOHA). Note that the message rate of the Slotted ALOHA 
channel reaches a maximum value of 1/ e = 0.37, twice the 
capacity of the pure ALOHA channel. 

This result for Slotted ALOHA channels was first derived 
by Roberts12 using a different method. 

PROPERTIES OF SATELLITE CHANNELS 

The cable in the sky 

In the worldwide telephone system satellites are used more 
or less interchangeably with cables for transmission of voice 
signals. Because of this desirable feature, it is not surprising 
that the common carriers and even satellite designers have 
tended not to emphasize the differences between cable and 
satellite channels. 

A communications satellite however is not just a big cable 
in the sky. There are several significant differences between 
the communication channel properties of a cable or micro­
wave link and the communication channel properties of a 
satellite transponder. 

In the next three sections we shall explain some of these 
differences and how they can affect the operation of a packet 
switched system using a satellite. But first we should mention 
one property of a satellite channel which the common car­
riers have emphasized. A satellite transponder in geosyn­
chronous orbit is stationed 36,000 kilometers above the equa­
tor. A signal transmitted using the satellite will therefore ex­
perience a delay of about a quarter second, corresponding to 
the round trip propagation time up to the satellite and down 
again. This delay can decrease the effective data rate of cer­
tain error control schemes requiring positive acknowledg­
ments sent from the receiver back to the transmitter. Such 
schemes should not ordinarily be used over satellite channels. 

There are three properties of communication satellites 
which we want to discuss here, in terms of their significance 
to packet switched communications. These are: 

(a) data rates 
(b) bilateral broadcasting 
( c) perfect information feedback 

Data rates 

The first property of satellite channels is not a fundamental 
property of the satellite itself, but rather a property of how 
the satellite is used. A single voice channel on INTELSAT 
IV uses a bandwidth of 45 Khz. and provides the capability 
of transmitting data at 56 kilobits on a single voice channel. 
This mode of operation is in fact employed in the SPADE 
demand assignment system now used in the Atlantic satel­
lite; it is employed in the single-channel-per-carrier digital 

voice link installed in the Paumalu earth station in Hawaii 
and the Jamesburg earth station in California. Since Decem­
ber 1972, THE ALOHA SYSTEM has been linked to the 
ARP ANET using a single leased satellite voice channel to 
transmit data at 50 kilobits to NASA Ames Research Center 
in California. 

Bilateral broadcasting 

In the conventional use of communication channels the 
term "broadcasting" refers to the fact that many receivers 
may obtain the transmission from a single transmitter. Per­
haps the most striking feature of a satellite channel is its 
broadcast nature as opposed to the point-to-point nature of 
wire channels. The reception of broadcast signals for satellite 
communication channels used with conventional circuit 
switched methods is a natural idea. But when a satellite 
channel is used in a packet switched mode it is possible to 
consider broadcasting use of the channel by transmitters as 
well as receivers. This capability we have caned bilateral 
broadcasting. 

Since a number of transmitting ground stations operating 
in a packet switched mode may all access the same channel 
in an unsynchronized (from ground station to ground station) 
fashion the analysis of an earlier section applies to bilateral 
broadcasting without any change. Each of the twenty or more 
ground stations accessing a given INTELSAT IV channel can 
transmit packets at will up to the ALOHA random access 
capacity of that single channel. 

There is no technological reason why such a system could 
not be employed now to extend the capabilities of the exist­
ing worldwide satellite communication network in data 
communications. There is an existing regulatory restriction 
on such an unconventional use of INTELSAT IV however 
and discussions are under way with several agencies to remove 
these regulatory barriers in either the INTELSAT system or 
one of the several domestic satellite systems to be installed 
(or already installed in two countries). 

Except for the not inconsiderable constraints imposed by 
regulatory considerations the same 50 kilobit leased satellite 
channel linking THE ALOHA SYSTEM to the ARPANET 
could be used to link machines in Alaska, Japan, Australia 
and any of the other sixteen earth stations which access the 
Pacific satellite. While these regulatory problems are being 
worked out however THE ALOHA SYSTEM has established 
a limited burst random access satellite network using the 
packet switching techniques described. In a joint experiment 
with NASA Ames Research Center in California and the 
University of Alaska we are operating such a link by means 
of the NASA ATS-1 satellite. The satellite transponder is 
operated as an unslotted ALOHA channel between earth 
stations in Hawaii, Alaska and California, and although usage 
of that channel is now restricted to two hours per day or 
less and the data rate of the channel is only 20,000 bits/ 
second, the experiment is providing valuable information on 
this new communications technique. 
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Perfect information feedback 

In the use of satellites for packet switching yet another 
property of little value in circuit switching assumes impor­
tance. In a packet switched system each ground station has 
the capability of transmitting packets up to the satellite ad­
dressed to any other ground station (or to all other ground 
stations). Each packet is then received by all ground sta­
tions, including the ground station which transmitted the packet, 
approximately one quarter second later. Therefore each 
ground station can initiate transmission of a packet at will as 
in THE ALOHA SYSTEM. However, whereas in THE 
ALOHA SYSTEM, it is necessary to provide information on 
packet interference to the sender in the form of positive ac­
knowledgments, such information is not necessary in the 
system we are describing. Since each sender can listen to his 
own packet retransmitted from the satellite each sender can 
-be-c-onsiaere<rTo]iave-tlie--same iIiformali6J1 on pacKet inter­
ference available to the receiver earth station. (In informa­
tion theory terms, these channels are modeled as channels 
·with perfect information feedback.) 

Unfortunately in the real world, nothing is perfect and 
there will· undoubtedly be circumstances when the trans­
mitter and the receiver do not detect the same bit string from 
the satellite. The fact remains however that positive acknowl­
edgments to combat packet interference are not required, 
and the more efficient use of a negative acknowledgment 
scheme in conjunction with packet numbering is feasible for 
this system. 

EXCESS CAPACITY OF AN ALOHA CHANNEL 

The idea 

The type of packet switched satellite data channel we have 
described so far (either pure ALOHA or slotted ALOHA) 
has a certain elegant simplicity to it. The user of the channel 
simply transmits a burst of data when he wants at a data 
rate equal to that of the entire channel. Nevertheless there 
is a price to be paid for this simplicity in terms of channel 
capacity and in terms of delay. The question of delay is dealt 
with by Kleinrock13 and Roberts14 in the other two papers of 
this session. Roberts also discusses an effective method of 
employing the channel at rates significantly higher than the 
37 percent capacity indicated by Figure 1. In the next section 
we provide some results which show that a slotted ALOHA 
channel can be used at rates well above 37 percent of capac­
ity, if all users of the channel do not have identical message 
rates. 

The idea of excess capacity in an ALOHA channel was 
first suggested by Roberts who derived a result for the case 
of several small users and a single large user of a slotted 
ALOHA channel. Roberts' proof was published along with a 
number of other interesting analytic results by Kleinrock 
and Lam.15 The approach we shall take was suggested by 
Rettberg,16 who also treated the case of a single large user 
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and was able to obtain numerical results for that case. In the 
next section we provide a complete analytic and numerical 
solution to the use of slotted ALOHA channels by any num­
ber of users, each operating at an arbitrary rate. 

The theory 

From equation (8) we have a set of n equations relating 
the message rates and traffic rates of the n users 

n 

8 i =Gi IT (I-Gj ) i= 1,2, ... , n (13) 
j=I,j¢i 

Define 
n 

a= II (I-Gj ) (14) 
;=1 

theft {13} can be writ-ten: 

G· 8
i
= __ l_ a 

I-G i 
i=I,2, ... ,n (15) 

For any set of n acceptable traffic rates G1, G2, ••• , Gn 

these n equations define a set of message rates 81, 82, ••• , 8n , 

or a region in an n-dimensional space whose coordinates are 
the 8 i . In order to find the boundary of this region we calcu­
late the Jacobian, 

Since 
j=k 

(16) 
j~k 

i¢j,k 

after some algebra we may write the Jacobian as 

Thus the condition for maximum message rates is 

(18) 

This condition can then be used to define a boundary to the 
n dimensional region of allowable message rates, 81, 82, ••• , 

Sn. 

The resuUs 

Consider the special case of two classes of users "\vith ni 
users in class 1 and n2 users in class 2. 

(19) 

From the collection of the Computer History Museum (www.computerhistory.org)



700 National Computer Conference, 1973 

1.0 

.9 

., 

.2 

n, users at rate S, 

n2 users at rate S2 

.5 .6 .7 .8 

n,S, 
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Let 8 1 and G1 be the message and traffic rates for users in 
class one, and 8 2 and G2 be the message and traffic rates for 
users in class 2. Then the n equations (13) can be written as 
the two equations 

81 =Gl(I-Gl)nl-l(I-G2)nl 

82=G2(I-G2) nS-l(I-G1)"1 

(20a) 

(20b) 

For any pair of acceptable traffic rates G1 and G'}. these two 
equations define a pair of message rates, 81 and 8 2, or a region 
in the 8 1, 8'}. plane. 

From (18) we know that the boundary of this region is de­
fined by the condition 

(21) 

We can use (21) to substitute for G1 in equation (20) and 
obtain two equations for 8 1 and 82 in terms of a single param­
eter G2• Then as G2 varies from 0 to 1 the resulting 8 1, 82 

pairs define the boundary of the region we seek. A FOR­
TRAN program to calculate the boundary was written and 
used to calculate several curves of the allowable region for 
different values of (nl, n2) (Figures 2, 3). 

The important point to notice from Figures 2 and 3 is that 
in a lightly loaded Slotted ALOHA channel, a single large 
user can transmit data at a significant percentage of the total 
channel data rate, thus allowing use of the channel at rates 
well above the limit of 37 percent obtained when all users 
have the same message rate. This capability is important for 
a computer network consisting of many interactive terminal 
users and a small number of users who send large but infre­
quent files over the channel. Operation of the channel in a 
lightly loaded condition of course may not be desirable in a 
bandwidth limited channel. For a communications satellite 
where the average power in the satellite transponder limits 
the channel however19 operation is a lightly loaded condition 

in a packet s¥.itched mode is an attractive alternative. Since 
the satellite will transmit power only when it is relaying a 
packet, the duty cycle in the transponder will be small and 
the average power used will be low. 

Finally we note it is possible to deal with certain limiting 
cases in more detail, to obtain equations for the boundary of 
the allowable 81, 8 2 region. 

(a) for nl =n2= 1 
Upon using (21) in (20) we obtain 

81 =G12 

82 = (I-G1)2 

(b) for ~---+ 00 

81=Gl(1-Gl)nl-loexp[ - (l- nlGl)] 

82= (l-n1G1) (I-G1) nl-l oexp[ - (l-n1G1)] 

(c) for nl =~---+oo 

(22a) 

(22b) 

(23a) 

(23b) 

Additional details dealing with excess capacity and the de­
lay experienced with this kind of use of a slotted ALOHA 
channel may be found in References 17 and 18. 

PACKET SWITCHING IN DOMSAT 

Background 

The 50 kilobit INTELSAT channel now being used to link 
THE ALOHA SYSTEM to the ARPA Network could em-
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ploy the techniques we have described to link additional 
nodes in the ARPANET at each of the 16 earth stations with 
access to the Pacific satellite. These same techniques could 
also be employed by a common carrier to offer packet 
switched data communications of a quality to which we 
would all like to become accustomed. 

As this is being written, there are in operation two domes­
tic satellite systems (Molniya in the USSR and Anik in 
Canada) in addition to the worldwide INTEL'3AT system. 
Seven US domestic systems (DOMSAT) are under consider­
ation and one has entered the construction phase with a first 
launch planned for 1974. Japan has announced plans for its 
domestic communications satellite and several other national 
systems are expected in the late 1970's. Most of the DO:\f­
SAT proposals plan a system of less expensive and therefore 
more numerous earth stations than the standard 97 foot 
earth-statian---MltenIl-aS--Il{)W---USOO-in-tOO-~:r ~em. 
Thus the advantage of using a lightly loaded packet switched 
channel in a power limited situation19 assumes added im­
portance. 

A proposal 

Consider the use of a single transponder in a US domestic 
satellite system to provide a public packet switched data 
communication service. INTEL'3AT IV employs 12 trans­
ponders each with 36 Mhz. bandwidth. Only one of these 
transponders devoted completely to a public packet switched 
service in a US domestic satellite system could easily provide 
data at a rate of 10 million bits/second into a small earth 
station. The public packet switched service in the US could 
provide burst data rates between small communication con­
trollers at each earth station of 10 megabits. Assuming 100 
earth stations over the US, and assuming the system is oper­
ated at a message rate S = 0.15, the average data rate into 
and out of each station would be about 15 kilobits although 
the variance about this average (both from earth station to 
earth station and at different times at the same earth station) 
would be large. A packet switched system would function 
without difficulty in the face of large variations of this type. 

The capacity of such a system measured in terms of inter­
active users of alphanumeric terminals would be about 
100,000 such active users at anyone time on the system. Of 
course the system would be used by other devices generating 
larger amounts of traffic than a single terminal and the num­
ber of active users would have to be decreased accordingly. 
The point is that in a public packet switched service using a 
US domestic satellite the user of data communications could 
be charged by the packet, since the user would consume re­
sources in the system proportional to the number of packets 
sent and received. 

The preceding three sections and the accompanying papers 
by Kleinrock and Roberts explain many of the technological 
advantages of such a system. Vie need only add some short 
observations concerning the operational advantages of a pub­
lic packet switched service. The system would possess a 
flexibility of operation simply not attainable v.ith circuit 
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switched systems. Although the average data rate into each 
of 100 earth stations would be 15 kilobits, the burst data rate 
into any given terminal could be close to 10 megabits. This 
capability for remote job entry and file transfer leads to the 
same potential for resource sharing shown to be so valuable 
in the ARPANET. 

Another kind of flexibility is the flexibility in being able to 
start such a system "With a small number of communication 
controllers at a few earth stations. The system would become 
operational "With only two stat~ons and would yield data on 
packet interference patterns and delay with only three sta­
tions. Since the computer-communication network brought 
into being by such a service is completely connected (topo­
logically) there is no need for routing algorithms at each 
earth station (such as used in the ARPA~ET IMPS and 
TIPS) and to add a new earth station into the network it is 
ooJy---ne~ssaq----w--actWat~-tOO-id€ll-ti&atioo--~----m----that­
station. Peak load averaging of such a system would operate 
to iIlcrease its total capacity since the system is peak load 
limited only at the satellite and not at the separate ground 
stations. (This particular advantage could be especially im­
portant for a Pacific packet s"Witched service where the inter­
national dateline would serve to average peak loads over 
different days as well as different hours.) 

Finally we note that the economics of such a system are 
consistent with the economics of existing computer communi­
cation systems. The ARPANET in its present configuration 
provides a factor of ten or more in cost advantage over con­
ventional circuit switched systems.5 During the month of 
January 1973, approximately 45,000,000 packets ,,,ere trans­
mitted by the ARPAKET. The capacity of the ARPANET 
based on an eight hour day was about 300 million packets 
per month at that time. A public packet switching service 
using a single transponder of a domestic satellite system, 
operating at a normalized message rate of 0.15 would have a 
capacity of about 1,500 million packets per month, again 
based on an eight hour day. Furthermore, at such a low 
message rate the system would easily accommodate intermit­
tent users with large files at a megabit data rate and still 
draw average power from the satellite corresponding to a 
transponder duty cycle of less than 16 percent. The 50 kilo­
bit lines now used in the ARPANET cost about $1,200,000 
per year in January 1973 and this figure ,vas growing rapidly. 
The ARPANET is but one possible customer of a public 
packet switched service. The projected average annual reve­
nue of a single transponder in the several proposed US do­
mestic satellite systems ranges from less than $1,000,000 to 
about $3,000,000 per year.20 
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