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57 ABSTRACT 
A computer database contains visual and other informa 
tion of an object scene from which a television monitor 
or film display is created by electronically sampling 
points of the object scene information in the computer 
memory. Undesirable effects of aliasing are significantly 
reduced and substantially eliminated by pseudo-ran 
domly distributing, in a particular manner, the occur 
rence of the point samples in space and time. Realistic 
depth of field is obtained in the images, corresponding 
to what is observed through a camera lens, by altering 
the sample point locations to simulate passing them 
through an optical aperture in a pseudo-random distri 
bution thereacross. Further, effects of illumination, 
shadows, object reflection and object refraction are 
made more realistic by causing each sample point to 
pseudo-randomly select one of a predetermined number 
of possible ray directions. 

54 Claims, 4 Drawing Sheets 
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PSEUDO-RANDOM POINT SAMPLING 
TECHNIQUES IN COMPUTER GRAPHICS 
BACKGROUND OF THE INVENTION 

This invention relates generally to the art of com 
puter graphics, and more specifically to the field of 
point sampling of visual scene information for the pur 
pose of reconstructing an image of the visual scene. 
One form of computer graphics that is becoming 

widely practiced is to develop the sequence of video 
image frames of a moving object scene from informa 
tion of the scene that has been stored in a computer 
memory. The object scene database contains informa 
tion of the visual characteristics of the object scene, 
such as color, as well as information of movement. The 
creator of a sequence of video frames then uses a com 
puter to electronically assemble signals of each video 
frame from the database in a manner that provides the 

- views and movement of the object scene that is desired 
by the operator to be displayed. 
The electronic signal for each video frame is typically 

developed by electronic sampling of the object scene 
database. A separate set of digital signals is developed to 
represent the color and/or intensity of each pixel of a 
standard raster scanned video monitor, for each video 
frame produced. Each pixel is thus the smallest resolu 
tion element of the video display. The color and/or 
intensity of each pixel is determined by sampling the 
database information to determine the characteristics of 
the object scene at the location of a given pixel. Such 
sampling is generally done by averaging the object 
scene information over a certain portion of the area of 
the pixel, or, more commonly, to sample the informa 
tion at one or more points within the pixel, usually in 
some form of a periodically repeating pattern. 

Recent developments in the field of computer graph 
ics have been directed to increasing the realism of the 
resulting images. Progress has been made in more faith 
fully reproducing object textures, shadows, reflections 
and transparencies, for example. Much effort has been 
directed to the problem of aliasing, as well. Existing 
sampling techniques tend to generate video image 
frames having "alias' images; that is, images that appear 
to be real but which are not specified in the computer 
database. This is generally recognized as a characteris 
tic of images formed through variously used point sam 
pling techniques. 

Therefore, it is a general object of the present inven 
tion to provide computer graphics techniques that fur 
ther improve the realism of the resulting video image 
frames and the totality of video productions generated 
from computer database representations of an object 
SC. 

SUMMARY OF THE INVENTION 

This and additional objects are accomplished by the 
present invention wherein, briefly and generally, the 
object scene information in the computer database is 
sampled by points that are pseudo-randomly distributed 
in one or several functions or dimensions. According to 
one aspect of the invention, the point samples are pseu 
do-randomly distributed in a particular manner across 
the video image plane being constructed. According to 
another aspect, the pseudo-random distribution of point 
samples is taken over the time that is occupied by the 
video image frame being constructed. This substantially 
reduces or eliminates the undesirable aliasing, both spa 
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2 
tially and temporally. The distribution of samples over 
time also increases the realism of the video frame by 
adding the image blurring that would occur if the object 
scene was being photographed according to usual tech 
niques. 
According to another aspect of the present invention, 

a video frame is constructed to have a depth of field by 
sampling the database as if the object scene represented 
by it is being viewed through a lens of a limited aperture 
that will view in focus only a limited depth of the object 
scene. The point samples are pseudo-randomly directed 
over a defined lens aperture when sampling the data 
base information. 
According to another specific aspect of the present 

invention, reflective and transparent characteristics of 
an object are taken into account by recognizing the 
degree of diffusion that occurs at each sample point. A 
particular angle of reflection or refraction is pseudo 
randomly selected for each sample point from a range 
of possible angles depending upon the object character 
istics. This adds realism to the resultant image by recog 
nizing the diffuse, blurry nature of reflections and trans 
lucency that is possessed by most real objects. 
According to yet another aspect of the present inven 

tion, an intensity distribution is specified for a light 
source that is illuminating the object scene. A single 
light source ray is pseudo-randomly selected from the 
specified light source distribution, for each sample 
point. This technique has the advantage of eliminating 
harsh shadows that result from existing techniques, 
further adding to the improved realism of the images, 
when a light source is only partially obscured. 

Additional objects, advantages and features of the 
various aspects of the present invention will become 
apparent from the description of its preferred embodi 
ments, which description should be taken in conjunc 
tion with the accompanying drawings. 
BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates generally a computer system that is 
suitable for carrying out the various aspects of the pres 
ent invention; 

FIG. 2 illustrates one possible form of object scene 
information that is stored in the computer memories of 
FIG. 1; 
FIGS. 3 and 4 illustrate two existing point sampling 

techniques; 
FIGS. 5, 6 and 7 show three specific embodiments of 

the pseudo-random spatial techniques of the present 
invention; 
FIG. 8 illustrates spatial aliasing of the prior art tech 

niques of FIGS. 3 and 4; 
FIG. 9 illustrates the improvement brought about by 

the pseudo-random point sampling techniques of the 
present invention; 
FIG. 10 shows a Fourier transform of a periodically 

sampled signal; 
FIG. 11 shows a Fourier transform of a pseudo-ran 

domly sampled signal; 
FIG. 12 illustrates generally the distribution of the 

point samples over time; 
FIGS. 13, 14, 15 and 16 illustrate several specific 

embodiments of the pseudo-random time sampling as 
pect of the present invention; 

FIG. 17 illustrates generally computer database sam 
pling by a given distribution of sample points on an 
image plane; 
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FIG. 18 shows a sampling technique that provides an 
image with a depth of field; 
FIG. 19 is a ray tracing example for a single sample 

that includes the effects of reflection, refraction and 
light source distribution; 
FIGS. 20, 21 and 22 illustrate additional details of the 

example shown in FIG. 19; and 
FIG. 23 provides yet another application of the gen 

eral techniques of the present invention. 
DESCRIPTION OF THE PREFERRED 

EMBODIMENTS 
Referring initially to FIG. 1, a general computer 

system as illustrated that is suitable for carrying out the 
various aspects of the present invention to be described 
in detail below. A common bus 11 is connected to a 
central processing unit (CPU) 13 and main memory 15. 
Also connected to the bus 11 is keyboard 17 and a large 
amount of disk memory 19. Either a commercially 
available VAX-11/780 or Cray large computer system 
is satisfactory. A frame buffer 21 receives output infor 
mation from the bus 11 and applies it, through another 
bus 23, to a standard color television monitor 25 or 
another peripheral 27 that writes the resulting image 
frames directly onto film, or both. Additionally, an 
output device can simply be a videotape recorder of the 
standard type. 
FIG. 2 illustrates the organization of the information 

of the object scene that is maintained in memory in the 
computer system of FIG. 1. There are many ways to 
store such information, one being selected for illustra 
tion in connection with the present invention. This 
technique involves breaking down the object scene into 
components, these elements being referred to herein as 
geometric primitives. One such geometric primitive is a 
polygon 31, for example, illustrated in FIG. 2 within an 
overlay 33 that shows in dotted outline a few adjacent 
pixels of the resulting display. The resulting display, of 
course, shows the color and intensity of the object scene 
within each pixel to be uniform, the size of the pixel 
being the resolution element size of display. The poly 
gon represents portions of the object scene to be repre 
sented in a video frame. 
The information stored in the computer memory for 

each object polygon is as extensive as necessary for 
producing a particular quality video image frame. Its 
position certainly must be a piece of that information, 
conveniently specified by the x, y and z coordinates. 
The x, y and z coordinates of each of the corner points 
of the polygon are stored for each video frame to be 
constructed, as shown in FIG. 2 with respect to the 
polygon 31. The "x" and “y” numbers represent, of 
course, the horizontal and vertical positions, respec 
tively, of the points, while the "z' number specifies its 
distance behind the video frame (image plane) being 
constructed. 

In order to be able to sample movement of the object 
scene that occurs in the time period of one image frame, 
a technique described in detail below, information is 
also maintained for each polygon of its movement dur 
ing such time period. In FIG. 2, a second position 31' of 
the same polygon is illustrated with its corner point 
coordinates being stored as incremental changes over 
that of their initial positions. The position shown for the 
polygon 31 is preferably, for example, that at the begin 
ning of a video frame, while the position 31' is that at 
the end of the video frame. The polygon can also 
change its shape during this time period. 
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4. 
Besides the positions of each object surface polygon 

being stored in the database, certain visual characteris 
tics are stored for each, as well. These include separate 
red, green and blue color reflection signals, red, green 
and blue transparency signals, extent of light diffusion 
upon reflection, extent of light dispersion upon trans 
mission through the surface, and similar characteristics. 
The use of these and others are explained below in 
connection with the techniques of the present invention. 

Referring to FIG. 3, a commonly used technique for 
determining the color and/or intensity of each pixel of 
the image frame is illustrated. The information in the 
computer database, in this example that of the polygons 
illustrated in FIG. 2, that is present in the space occu 
pied by a particular pixel is determined for a plurality of 
points within the pixel. A large number of points are 
illustrated in FIG. 3, being periodically distributed in 
both dimensions, but there are even some techniques 
that use only one or a very few sample points per pixel. 
The nature of the object scene in each such sample point 
is determined, and those determinations are combined in 
some manner, such as by weighted or unweighted aver 
aging, in order to determine the color and intensity of 
that pixel of the image frame. 

FIG. 4 illustrates a similar periodic point sampling 
technique, except that not all point samples are taken in 
each case. Rather, the full density of the periodic sam 
pling pattern is employed only in regions of a pixel 
where changes in the object scene occur, such as repre 
sented by a line 35. This image dependent technique 
thus reduces the number of samples and the processing 
time required. 

But these and other periodic sampling techniques 
result in reconstructed images that include "aliases' of 
the real image to be displayed. Much effort has been 
directed to anti-aliasing techniques, one approach being 
to process the video signal obtained from a periodic 
pattern point sample technique in order to eliminate the 
aliasing effects of the technique. Others have suggested 
sampling in a non-periodic, dithered manner for a num 
ber of specific sampling applications. The techniques of 
the present invention include improvements to and new 
applications of such prior approaches. 
Three different specific pseudo-random sampling 

techniques are illustrated in FIGS. 5, 6 and 7, wherein a 
single pixel is illustrated and, for simplicity of illustra 
tion, only four point samples per pixel are described. 
However, an actual implementation would likely use 
sixteen, or even as many as sixty-four samples per pixel, 
if all of the aspects of the present invention are utilized. 
For other specific implementations, a lesser number of 
samples, such as one per pixel, could be utilized. But in 
any event, the pattern of point samples, both within 
each pixel and across the face of the image frame in its 
entirety, are non-periodic, and form a non-rectangular 
and non-rectilinear grid pattern. Further, each selected 
sampling pattern may, alternatively, extend over an area 
of multiple pixels or only part of a pixel. But the exam 
ples described herein use a sampling area coincident to 
that of one pixel, for simplicity of explanation. 

Each of the embodiments of FIGS. 5, 6 and 7 deter 
mines the location of the sample points within the pixel 
by first dividing the pixel into a number of non-overlap 
ping areas equal to the number of sample points, in this 
case four. A sample point is confined within each such 
area, thus aiding in keeping the sample points spread 
out. The four areas of the pixel are labeled in the Fig 



4,897,806 
5 

ures as numbers 41, 43, 45 and 47. The areas are shown 
to be rectangular but can be some other shape. 

In the embodiment of FIG. 5, the location of the 
sample point for each of these four areas is pseudo-ran 
domly determined. Ideally, the "random' numbers to 
be used to determine their locations are purely ran 
domly, but since they are so determined by computer, 
there is some element of repetitiveness of sample posi 
tion within its defined area, although the distribution of 
locations of a large number of sample locations matches 
that of a random distribution. The most common way 
for a computer to generate the x,y coordinates of each 
sample point is to use a look-up table maintained in 
memory that has a list of numbers with a distribution 
being that of a random set of numbers. But the usual 
technique is for the computer to step through the table 
of numbers in sequence, so there are some repetitions 
since the table of numbers has finite length. However, 
the length of the list of numbers can be quite large so 
that repetition does not occur for a significant number 
of sample points. But in order to adequately describe 
both a completely random selection of sample locations 
and one controlled by such a computer look-up table, 
the locations are referred to here in this description as 
"pseudo-random'. 

In an implementation of the technique of FIG. 5, the 
same sample pattern is used on every pixel in a given 
image frame. It is preferable, however, to eliminate all 
periodicity of the sample pattern, including making sure 
that no two adjacent pixels have the same sample pat 
tern. This can be done by using a sufficiently long look 
up table of random numbers. It is preferable to generate 
a sample pattern with no two adjacent pixels (including 
those diagonally adjacent) having the same pattern, a 
result of the techniques shown in FIGS. 6 and 7. 

Referring to FIG. 6, each of the four non-overlapping 
areas of the pixel illustrated has a reference point posi 
tioned at a fixed location in each, such as its middle. 
Each actual sample point location is then determined by 
the computer by adding a random positive or negative 
number to each of the reference points x and y coordi 
nates. These offset numbers are randomly determined, 
such as from the computer random number look-up 
table, and so repetition of the pattern would not occur 
for some very large number of pixels. 
Another application of the same offset technique is a 

combination of the techniques of FIGS. 5 and 6, as 
shown in FIG. 7. This is similar to that of FIG. 5 and 
differs from that of FIG. 6 by having its reference points 
distributed rather than fixed in the middle of the adja 
cent pixel areas. The reference point pattern of the 
embodiment of FIG.7 may be the same for each pixel, 
but the actual point sample locations are determined by 
adding a positive or negative x,y coordinate offset in 
crement to the coordinates of each reference point. For 
convenience, a limit is placed on the maximum offset of 
each, as indicated by the dotted outline around each of 
the reference points of FIG. 7. The sample points in the 
embodiment of FIG. 6, however, can be located any 
where within its respective portion of the area of the 
pixel. 
By first defining non-overlapping areas in which a 

single sample point lies, bunching up of sample points is 
avoided. It can be visualized that if each of the four 
sample points could be positioned anywhere within the 
entire pixel, there would be occasions, because of the 
random selection of those specific locations, where two 
or more of the sample points would be bunched to 
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gether. Although defining a range of potential point 
sample locations to be within a non-overlapping area 
accomplishes this, there could obviously be some varia 
tions of this specific technique, such as by allowing the 
areas to overlap slightly, or some other variation. It 
may even cause no problem in particular applications if 
the sample points are chosen in a manner that their 
bunching together does occur occasionally. 

Each of the specific techniques described with re 
spect to FIGS. 5, 6 and 7 provides a picture sampled 
from a computer database that has fewer aliased images 
than if a periodic point sample distribution is utilized. 
The technique shown in FIG. 5, wherein the same pat 
tern is repeated for each pixel of the image frame, pro 
vides some improvement, but the techniques according 
to FIGS. 6 and 7 are significantly better in reducing 
aliasing. The technique of FIG. 7 has been observed to 
be the best of the three because it has an additional 
advantage of being less noisy. 

Referring to FIG. 8, an example of how an aliased 
image can be obtained and displayed is given. FIG. 8(A) 
is a "picket fence' image of "slats' 51, 53, 55, 57 and 59. 
This image is being sampled by a periodic distribution 
of points 61, 63, 65, 67 and 69, shown only in a single 
dimension for simplicity. Since the period of the sample 
points is greater than that of a periodic intensity varia 
tion of the image, all of those variations will not be 
faithfully reproduced. FIG. 8(B) shows the image of a 
video display that is developed from the samples of 
FIG. 8(A), region 71 being of one intensity and region 
73 being of the other. Of course, the image of FIG. 8(B) 
is not a faithful reproduction of the image of FIG. 8(A). 
But since three of the sample points hit a portion of the 
image having one intensity and the other two a portion 
of the image having the other intensity, the detail of the 
other variations cannot be faithfully reproduced. The 
curve of FIG. 8(C) represents the intensity variation of 
the image of FIG. 8(A), the curve of FIG. 8(D) being 
the sampling function, and the curve of FIG. 8(E) illus 
trating the resulting image of FIG. 8(B). 
One way that has been suggested to avoid forming 

such alias images is to increase the number of sample 
points so that the detail can be captured. That is to say, 
increase the number of samples in order to increase the 
well-known Nyquist limit. But to use extra sample 
points for this increases the computational complexity 
and can never really solve the problem; it only reduces 
its appearance somewhat. No matter how many samples 
are used, however, there will always be some situations 
of aliasing, particularly when the scene is changing. In 
this case, such a picket fence can show as a flashing 
black-and-white image over a large area, a very undesir 
able result. 

Referring to FIG. 9, the effect of a randomly distrib 
uted pattern of sample points is illustrated. FIG. 9(A) 
assumes the same "picket fence' image in the computer 
database, as with FIG. 8(A). But the sample points in 
FIG. 9(A) are distributed non-periodically so that the 
resulting image of FIG. 9(B) appears to be gray rather 
than having large areas that are all white or all black. 
The image of FIG. 9(B) appears gray since alternate 
portions of the image are black-and-white, rather than 
having large areas of each color as in FIG. 8(B). Fur 
ther, as the point samples of FIG. 9(A) are scanned 
relative to the "picket fence' image, there will be some 
noisy visual effect, similar to film grain noise, but one of 
considerably less annoyance than a large area flashing 
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black or white. The noise level is controlled by the 
number of samples per unit area. 
FIGS. 10 and 11 show in the frequency domain the 

effect of periodic and stochastic point sampling, respec 
tively. In both of FIGS. 10 and 11, curves (A) are the 5 
same, being an original signal, chosen to be a sine wave 
in the space domain. Curves (B) differ, however, in that 
FIG. 10(B) shows the frequency distribution of a spa 
tially periodic sampling pattern, while FIG. 11(B) 
shows the frequency distribution of the ideal stochastic 10 
sampling pattern. In both cases, the sampling frequency 
is assumed to be below the Nyquist limit of the original 
signal, so will not be able to faithfully reproduce the 
original signal. But the comparison of the curves of 
FIGS. 10 and 11 show the anti-aliasing effect of a ran- 15 
dom distribution. The spatial sampling distribution 
across the image is preferably chosen so that a Fourier 
transform of such a distribution over an infinite plane 
approximates a Poisson disk distribution, as shown in 
FIG.11(B). The primary characteristics of such a distri- 20 
bution include a very high level at zero frequency, a 
substantially zero magnitude to a certain frequency 
(both positive and negative), and then a substantially 
constant magnitude at higher frequencies. Except at 
zero frequency, the sampling function in the frequency 25 
domain (FIG. 11(B)) is substantially continuous. Such a 
distribution in the frequency domain provides the de 
sired spatial position randomness and avoids bunching 
of the sample points. The techniques described with 
respect to FIGS. 5-7 approximate such a distribution. 30 
The distribution (C) in each of FIGS. 10 and 11 

shows the sampled signal in each of those examples, the 
result of convolving the signal of curve (A) with the 
sampling distribution of curve (B). In the periodic spa 
tial sample example of FIG. 10, a number of extraneous 35 
spikes are obtained since each of the sampling spikes of 
FIG. 10(B) is individually convolved with each of the 
spikes of the signal of FIG.10(A). Since the frequencies 
of the signal of FIG. 10(A) are in excess of that of the 
sampling function of FIG. 10(B), the sampled signal of 40 
FIG. 10(C) is not a faithful reproduction of that of the 
original signal. When the sampled signal of FIG. 10(C) 
is displayed, it is in effect multiplied by a lowpass filter 
similar to that of of FIG. 10(D). The resultant sampled 
signal is shown in FIG. 10(E), which is the portion of 45 
the signal of FIG. 10(C) which is within the band pass 
of the filter function of FIG.10(D). The signal indicated 
at FIG, 10(E) is capable of reconstructing alias images 
that bear little or no resemblance to that of the original 
signal which was sampled. 50 
The sampled signal of FIG.11(C) also does not corre 

spond with the original signal of FIG. 11(E), but when 
multiplied by its filter characteristics of FIG.11(D), the 
resultant sampled signal of FIG. 11(E) is uniform over 
the frequency range of the filter. This produces in an 55 
image white noise, which is much preferable to recon 
structing an apparent genuine image that does not exist. 
The techniques described with respect to FIGS. 5-7 

can also be utilized in a sampling system that modifies 
the sampling pattern in response to the content of the 60 
image information being sampled, so called adaptive 
sampling. For example, if image changes or detail 
within a portion of a sampling area required it, the pat 
tern of sample points can be repeated in such an area 
portion in reduced scale. 65 
According to another aspect of the present invention, 

similar sampling techniques are employed over time in 
order to add realistic motion blur, such as exist in video 

8 
and film techniques. Referring initially to FIG. 12, the 
example pixel of FIGS. 5-7 is indicated to have each of 
its four samples taken at different times t1, t2, t3 and tA, 
regardless of the specific technique used to spatially 
locate the point samples. These times are selected to be 
within an interval that corresponds to a typical shutter 
opening for video frame acquisition which these tech 
niques are intended to simulate. Therefore, if there is 
movement of the objects during the interval of a single 
frame indicated in the computer database, then the re 
sultant image of that frame reconstructed from the sam 
ples being taken of the database information will simi 
larly show motion blur. 

In order to reduce or substantially eliminate temporal 
aliasing, the distribution in time of the samples over the 
frame interval is pseudo-randomly determined. Refer 
ring to FIG. 13, a time line is given wherein four non 
overlapping intervals of time are designated as bound 
aries for each of the four sample points to occur. A 
pseudo-random selection of the time for each sample 
within each of these intervals is what is shown in FIG. 
13. The same time distribution in FIG. 13 could be used 
for each pixel of the image frame being constructed, but 
is preferable that the sample times be different for at 
least each of immediately adjacent pixels, in order to 
maximize the anti-aliasing that is desired. Temporal 
aliasing can occur when changes occur in the scene, 
such as a flashing light, more rapidly than samples are 
being taken. It will also be recognized that the distribu 
tion in time illustrated in FIG. 13 involves the same 
considerations as the spatial distribution described with 
respect to FIG. 5. 

Similarly, FIGS. 14 and 15 illustrate psuedo-random 
temporal sampling that is carried out in the same way as 
the spatial sampling described with respect to FIGS. 6 
and 7, respectively. In FIG. 14, the time of each sample 
is chosen to be a pseudo-randomly determined offset 
from the center of the interval designated for each sam 
ple to occur. In FIG. 15, a reference time is pseudo-ran 
domly determined for each sample within its interval, 
and then the actual time for each sample is determined 
as a shift from this reference an amount that is pseudo 
randomly determined within certain limits. In each 
case, the time distribution of the samples is such that its 
Fourier transform preferably approximates a Poisson 
disk distribution, in the same manner as discussed above 
with respect to FIG. 11(B) for the samples' spatial dis 
tribution. 
The time intervals set aside for each of the samples 

need not always be non-overlapping. An example of 
overlapping intervals is given in FIG. 16, the exact 
sample time being selected according to either of the 
techniques of FIGS. 14 or 15. But the difference in the 
example of FIG. 16 is that the probability is increased of 
the samples being weighted in the middle of the time 
interval of the image frame. This stimulates a film shut 
ter that opens and closes relatively slowly so that mo 
tion of the object scene during the middle interval of the 
shutter opening contributes more to the intensity of the 
resulting blurred image than does motion occurring 
near the shutter opening or closing. Regardless of 
which of the specific techniques for determining the 
time distribution of the samples of a particular pixel are 
used, the total time period in which all of the samples of 
all pixels of a given image frame are taken is the same 
specified time interval represented in FIGS. 13-16 by 
the length of the time lines. 
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Referring to FIG. 17, a method is illustrated for sam 

pling the polygons of the object scene in the computer 
database by the spatial and temporal sampling tech 
niques described above. A pixel 81 is shown, as an ex 
ample, as one of a large number combined together to 
form an image on a video screen (image plane). Rays 83 
and 85 are projected behind the image plane from each 
of two of the point samples within the pixel 81. The 
spatial location of these point samples has been deter 
mined by one of the techniques described above. Their 
individual rays are then projected, usually perpendicu 
larly to the image plane, to determine the nearestmost 
polygons that are intersected by the rays at their se 
lected time of sample. Much work has been done on 
such ray tracing techniques and involves a significant 
computer sort and matching of the x,y coordinates of 
the sample points with those of the polygons in the 
computer database at the instant designated for the 
taking of each sample. Usually, more than one polygon 
will exist at each x,y sample location, so the computer 
also determines from the "z' information of them which 
is the closest to the image plane, and that is then the one 
that provides the visual information (color, etc.) of the 
object scene at that point. All of the visual characteris 
tics determined for each of the samples of a given pixel 
are then averaged in some manner to form a single 
visual characteristic for that pixel for display during 
that frame. 
Most computer graphics techniques show the entire 

object scene for each frame in focus, as if it was being 
viewed through a pinhole camera. This, of course, is not 
an accurate simulation of the real world of cameras and 
lenses, which have a limited depth of field. Depth of 
field can be taken into account by a ray tracing tech 
nique illustrated in FIG. 18. A single pixel 87 has two 
sample points with rays 89 and 91 extending from them 
behind the image plane. The depth of field technique 
illustrated in FIG. 18 is independent of the spatial and 
temporal sampling techniques described above, but it is 
preferable that those techniques be used in combination 
with the depth of field techniques being described in 
order to maximize the realism of the resulting image 
frames. 
The example rays 89 and 91 of FIG. 18 do not extend 

directly behind the image plane, as was described with 
respect to FIG. 17, but rather are directed to intersect a 
simulated lens 93 at points 95 and 97, respectively. 
These rays then are directed again toward each other, 
under influence of refraction of the simulated lens. The 
rays intersect a focal plane 99 of the simulated optical 
system in the same pattern as exists on the image plane, 
as a result of defining the simulated optical system. The 
sample point rays 89 and 91 will then intersect polygons 
101 and 103, respectively. Only polygons within the 
cone 105, shown in dotted outline, will be intersected 
with rays from sample points of the pixel 87, as defined 
by the characteristics of the optical system. Those poly 
gons that are close to the focal plane 99 will contribute 
to a focused reconstructed image, while those further 
removed from the focal plane 99 contribute to an unfo 
cused reconstructed image. In a computer software 
implementation of this technique, it has been found 
preferable to shift the x,y coordinates of the polygons 
an amount dependent upon their z distance from the 
focal plane 99 and the characteristics of the simulated 
optical system, and then proceed with the sampling in a 
manner similar to that shown in FIG. 17. 
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But whatever specific implementation is carried out, 

the technique has the advantage of adding considerable 
realism to the simulated image at the time that the image 
is first formed by sampling the database. Intersection of 
sample rays with the simulated lens 99 occurs over its 
entire defined aperture. In order to further reduce alias 
ing, the location of points of intersection of the rays 
with the lens, such as the points 95 and 97 shown in 
FIG. 18, are pseudo-randomly determined in the same 
manner as the earlier described pseudo-random deter 
mination of the spatial location and time of each sample 
point. 
Other unrealistic effects that result from the use of 

existing computer graphics techniques are sharp shad 
ows, glossy reflections, and, if translucency of objects is 
taken into account at all, that also results in sharp im 
ages showing the translucent objects. This, of course, is 
not the real world of diffuse objects and extended light 
sources, but are required simplifying assumptions under 
previous algorithms in order to maintain within reason 
the complexity of the calculations. But the distributed 
techniques of the present invention can also be applied 
to these tasks, in a similar manner as described previ 
ously, to add these realistic considerations. Referring to 
FIG. 19, a single ray 111 is traced from a single sample 
on the image plane (not shown) and interacts with the 
object scene in a manner specified by the characteristics 
of the light sources and object surfaces that are specified 
in the database. The techniques described with respect 
to FIG. 19 are independent of the techniques described 
earlier, but, of course, maximum realism is obtained if 
all of these techniques are combined together. What is 
to be described with respect to FIG. 19 occurs with 
each sample point of a particular image frame. 
The ray 111 is first determined to strike a surface 113 

of the object scene, as specified by one of the polygons 
whose characteristics are stored in the computer data 
base. If this part of the object scene surface is reflective, 
a reflective ray 115 is then traced until it intersects 
another object scene surface 117. The object surface 
portion 117 may be observed in the completed image 
frame as a reflection in the object scene portion 113. But 
stored in the computer database is a diffusive light 
spread of the surface 113, as indicated by dotted outline 
119 and shown separately in FIG. 20. If the characteris 
tics of the surface 113 are specularly reflection, such as 
occurs with a mirror, the spread of possible ray reflec 
tion angles will be limited to essentially one. But most 
objects have some degree of diffusion and will scatter 
light incident upon them. Therefore, each sample point 
ray is traced in a manner to select one of the possible 
reflection angles, thereby to result in a realistic blurry 
reflection from diffusely reflecting surfaces since subse 
quent rays will be reflected off the surface 113 at one of 
the other possible angles shown in FIG. 20. The possi 
ble ray reflection angles, as shown in FIGS. 19 and 20, 
are weighted in one direction, as is actually the case in 
diffusely reflecting surfaces. And, as before, the particu 
lar direction taken by any given ray 115 is pseudo-ran 
domly selected from the possible reflection angles. 
The same consideration works in determining an 

angle of transmission of a ray 121 through the surface 
portion 113 if that surface portion is at all translucent. 
Assuming that it is, possible angles of refraction are 
stored in the computer database for that particular poly 
gon, the distribution of such angles being indicated at 
123 in FIG. 19 and also shown in FIG. 21. The spread 
of possible refractive angles depends, of course, on how 
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diffuse the translucency is. Plain glass, for example, will 
have a very narrow range of refractive angles, if not a 
single angle. And once the ray 121 is pseudo-randomly 
selected for a given sample point from the possible 

12 
surement will be made on the actual object 141 and not 
some alias image of it. 
The various techniques of the present invention have 

also been described by the inventors in a published 
refractive angles, another portion 125 of the object 5 paper, "Distributed Ray Tracing', Computer Graphics, 
scene can then be determined which is intersected by Vol. 18, No. 3, pages 137-145, July, 1984, which is 
the ray 121 and is partially visible through the object incorporated herein by reference. This paper includes 
portion 113. photographs of images generated with the use of the 

In order to avoid sharp shadows, the realistic charac- various aspects of the present invention. The result of 
teristics of an object scene illuminating light source 127 10 motion blur, as described with respect to FIGS. 12-16, 
is taken into account. As shown in FIGS. 19 and 22, the is shown in FIGS. 3, 6 and 8 of that paper. Computer 
light source 127 has a finite extended dimension, and is generated images having a depth of field are shown in 
not always a point as often assumed in present computer FIGS. 4 and 5 of that paper, having been made by the 
graphics techniques. A ray 129 is traced from the illumi- techniques described with respect to FIG. 18 herein. 
nated surface 113 back to the source 127 to see if there 15 FIG. 7 of that paper illustrates the shadowing and re 
is any other portion of the object scene, such as the flection techniques of the present invention that were 
portion 131, that will cause a shadow to be cast on the described with respect to FIGS. 19-22 above. 
surface 113. As shown in the example of FIG. 19, the Appendices A and Battached hereto are source code 
ray 129 will detect no such shadow, but other possible listings, in the Clanguage, of computer programs imple 
ray directions, as shown in FIG. 22, will be in the path 20 menting the various aspects of the invention described 
of the object portion 131 and thus indicate that the herein. They are part of a hidden surface algorithm. 
object 113 is not illuminated by the source 127. The Appendix A is a general program that carries out the 
particular direction of the ray 129 is pseudo-randomly spatial sampling techniques of FIGS. 6 and 7herein, one 
selected from those possible directions specified for the of which is optionally selected, temporal sampling of 
source 127, as shown in dotted outline in FIG. 22. In the 25 FIGS. 14 and 15 herein, depth of field of FIG. 18 
example of FIG. 19, some of the rays will intersect the herein, and secondary rays of FIGS. 19-22 for shadow 
object portion 131 and some will not, resulting in soft, ing and reflection in a special image case. The resultant 
realistic shadows in the resulting image frame. images of FIGS. 3, 5 and 7 of the above-referenced 

It will be recognized that each of the secondary sur- published paper, were made on a Cray computer with 
faces intersected by rays, such as the surfaces 117 and 30 the source code listing of Appendix A. 
125 of FIG. 19, may also have reflective and translucent Appendix B is a program that implements all of the 
properties. The process is continued until such reflected aspects of the present invention for spherical objects 
or transparent images are so small in intensity as not to and resulted in the images of FIGS. 4, 6 and 8 of the 
make any difference in the resulting image being con- above-referenced published paper. 
structed. 35. These computer programs contain material in which 

Referring to FIG. 23, an example is given of the a claim of copyright is made by Lucasfilm, Ltd., the 
broad extent of the techniques described above that are assignee hereof. This assignee has no objection to the 
a part of the present invention. The techniques can be duplication of Appendices A and B by photocopying 
used to determine a center of mass of an object, an and the like but reserves all other copyright rights 
example of something that is desirable to be determined 40 therein. 
in the course of computer aided design (CAD). An Although the various aspects of the present invention 
object 141 of FIG. 23 has its surfaces determined by a have been described with respect to various preferred 
pseudo-random distribution of sample points, shown to embodiments thereof, it will be understood that the 
extend through the object in dotted outline. The pseu- invention is entitled to protection within the full scope 
do-random nature of this sampling assures that the mea- 45 of the appended claims. 

Copyright (C) 1985 Pixar ksvis.c pyr g 
APPENDIX A 

indef int. 
state char scesid "O(#}svise 1.40 (Lucasfilm) 5/20/85"; 
end if 4. 

include Casvis.h> 
include Cetype.h> 
include Csidio.h> 
include Ceoastasts.h> 

patie at visNewGrid?, visfadbuckett), visNewFramet), ViendFramet), viparam?), visCamera), Vis?a (Nevi?inff; 
static in CSGNewTree), CSGResolve(); CSG NeuTree 

patie truet vis-proes Visiroc VisNewGrid, Visend Bucket, WisNewFrame, VisendFrame, Wisparam, CSGNewTree, V 

truet bbox truet xyz min, max;) ; 
struct visiblepoint 

struet visible point 'next 
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struct xy v4; 
ot ninz, max 
true eolor eolor ; 
struet color trans ; 
struct visags ag; . 
float glassbackopacity ; 

if CSG as 
short esgtree 
short csgn.ode : 

entif CSG 

float draad) : 
state float Pi; 
state int. Max, Maux, Miy, Maxy 
state in Borderate ; 
state float lither, Yon; 
state lint XPerBucket, YPerBucket, PixelsperBucket, FilterPerBucket 
state in SamplesPerBucket ; 
state in MaxSampleterbucket 
talent Buckets AcroarScreen ; 
state struct pixelrgba Pixel ; 
state strue visiblepoint 'Point, Wisfreelistico; 
state in NWisso, NWisinseed, NWisMaxUsed:0; 
statie int. VisMatloeSize (1602-64) ; 
state int lit, Miss, Lerp 

state float Focallength a 0 
state float FStop a 0 ; 
state oat Focalistance O 
lost Doxa, Dofab, Dolya, Dolly b : 
in PistoleCameram 

state float Filter Width on 2.0 
state at Filler Type is 
state in BoxFilterFlag O 
static float boxliter(x,y) float xy; 

{ return (x>Filterwidth ly>Filter width) to ; ; ) 
statie oat gaussian Gier(x,y) float xy ; 

oat wid; 
dex'x-yy; 
wasFilter Width'FilterWidth/4.; 
return (dew) 0 : exp(-d) - exp(-w); 

stalic float sincr) float r; 
{ return (C.01&er2-001) cos(2)/ : sin(2°r)/r; } 

static float sinefilter(x,y) float xy ; 
( return sinc(x)'sincy); } 

statie float bessel(r) float r, 
(return (rg.001&Er>-001) 1 : ji(2)/r; } 

statie float bessel6lter(x,y) float xy : 
float r ; 
r sqrt{xx-yy); 
return bessel(r); 

} 
static float bartlet filter(x,y) float xy 

float ax,ay,w; 
ax (x CO) -x : x; 
ay (y CO) -y : y; 
w is FilterWidth; 

} return (wgax wasy) O : (w-ax)"(w-ay); 
define FILTERNAME 80 
define NFLTERS 5 w 

statie char FilterNameINFILTERSIFILTERNAME 
"box". Gaussian", "siac", "Bartlet, 

"Bessel"); 
static oat ('FilterroutineNFILTERs)() - 

boxfilter, gaussianfilter, sincfilter, bartletter, 
besselfitter); 

14 

drand 

is MallocSize 

...orfitter 

borfiller 
gaussian filter 

sinc 

sincfilter 
bessel 

bessel filter 

bartlett filter 

float 
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define NJITTER 512 
statle int Jitter Flags l; 
title float XJitterNJITTER, YJitterNJITTER), TJitterNJITTER; 
state float LXJitlerNJITTER, LYJitterNJITTER 
static struct xy 'Location ; 
state float 'Filter ; 
statle struct xy Lens ; 
static float Minx.Jitter sco, MaxxJitter : 
state float MinYJitter 0, MaxYJitter ; 
state int NS ; 
state lint NixGrid 4, NyGrid4 ; 

state struct xy Leas1616 s ( 
0.3200, 0000000, 
-0.312300, 0000000, 
0.750000, 0000000, 
-0.730000, 0.000000, 
D.?00000, 0,323.00, 
0.000000, -0.3 2500, 
0.000000, 0.750000, 
0.000000, -0.750000, 
0.625000, 0.375000, 
0.375000, 0.625,000, 
-0.625000, 0.37 5000, " 
-0.375000, 0.625000, 
0.625000, -0.375000, 
0.375000, -0.625,000, 
-0.625000, -0.375000, 
-0.375000, -0.625000 ); 

struct vis-procs Visload() { 
Pio 4'atan(1.0); 
return(&Visproes); 

static int. Wiscamera focaliength,fstop, focaldistance) 
float focaller b, fstop, focaldistance ; 

PiniloleCamera s (focallength seaso.0); 
lf (PiniloleCamera) return ; 

r (focallength CO.0 fstop Cico.0 focaldistance CaO.0) { 
?print? (stderr, "Invalid arguments to visible surface camera routine:Vn) ; 
?print? (stderr, "Vtfocal length %r\n", focallength) ; 
?print? (stderr, "Vf stop %r\n", fstop); 
fprintf(stderr, Vtfocal distance %f\n", focaldistance) ; 

} 
Focallength me focallength ; 
FStop a fistop ; 
Focaldistance as focaldistance ; 

static in WiscameraSetup() 

float lensradius ; 
statle struct xyz Aeyes (0,0,1), Beyen (1,1,1}; 
struct xy Ascreen, Biscreen ; 

/* The perspective transformation from eye space to screen space assumes 
a pinhole camera located at the origin in eye spare, and transform 
each point (Xe,e, 2e) in eye space to a point (Ys,)',2s) in screen 
space. For depth of firld, hou'ever, different Jainple points surne 
pinhole cameras located at different points on the lens. A point 
that is at (Xe,Ye,2e) in are space of the center of the lens is at 
(Xcl.cl2e) in the eye opace of the point (cnus,lenay,0) on the 
lens, where 
Ycl-Xe is tenuz ( 1 - 2c/focaldistance ) 
Yel-Ye as tenay ( 1 - Ze/focaldistance ) 
The valves of lensz and tenry that we use are erpreus as a fraction 
of the effective lend radius, so that our formulas are adually 
Yel-Xe lensz lenuradius (1 - Ze/focaldistance) 
el-e tenay lensradius (1 - Ze/focaldistance) 

where 

16 
...float 

is Load 

isCamera 

isCameraset up 
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lens radius me 0.5 focallength 1 tstop 
' We know that the perspective matrix is of the form Carners Setup 

0 b ( 0. s 
e d e 

Xs s (axe + cze + g ) / (r.2e) 
Ys ('Xe + d'Ze + h 1 ("Ze) 
and 
Xsl (a'Xel + cze + , ) / (r'Ze) 
Ys as (byel + d'Ze + h) / (r'Ze) 
giving tas 
Xs-Xs (Xel-Xe) aff'Ze) 

as lensk " lens radius (aff) (1/Ze - 1/focaldistance) 
a lensk " (Dof x-a/Ze + Do?t-b) 

Ys-Ys (Ne-Ye bf'Ze) 
as lensy lessradius (bff) (1/2e - 1/focaldistance) 
a leasy " (Dofy-size + Dofy...b) 

These cormulas are the ones we use to transform screen space points 
(a account for different lens locations. 
We can calculate the key variables in these equations by finding the 
the Screen space coordinates of the points AcO,0,1) and B-(1,1,1): 
XSA is (a'0 + c 1 + ) / (r'1) 

me (e-g)/ a 
XsB (a+c+)/f s 
XsB-XA sm aff 
YiB-YiA is diff 

and it follows that 
Doxa (XsB-XSA) leasradius 
Dofya (YB-YA), entiradius 
Dox-b me -Dox-affoealdistance 
Dofy-b -Doly-affocaldistance 

f y 
r (PinoleCamera) return 

lensradius is 0.5 Focallength / FStop; 
EyeToScreenXY(SAeye, Ascreen); 
EyeToScreenXY (SBeyeRBscreen); 
Do?s-a lensradius' (Bscreen.x - Ascreens); 
Do?y-a a lensradius (Bscreeny - Ascreeny); 
Doxb -Doxa Focalistance; 
Dolly-b -Dolya / FocalDistance; 

static int. Vis?end Bucket(xbyb) sEnd Bucket 
at asyb 

float 'ix, iy, 'it, lx, y 
int xy ; 
register int s, it 
resister struct npoly np 
struct impoly MpoetBucket(); 
at left, right, top, botton ; 
float alpha, salpha; 

if ALPABETA 
float betao, betal, beta2, beta3, orna 

fendir 
struct bbox bound), box, speedbox : 
struct bbox boundspend(); 
int Rain, xmax, y min, ynax; 
statle struct xyz vertex4, v4); int asample, pixel ; 
float locx, locy, dx, dy, b, ly, rx, y : 
font ax, ay, bx, by, lensx, leasy ; 

left F Minx + xby PerBucket 
top Miny + y by PetBucket : 
right a left + XPerBeeket - 
bottom top + YPerBucket - 
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} sample(sample,mp,v) ; 

) 
} 

) 
) 

CSGResolve(); 
filter(); 
freepoints(); 

DisplayWindow (Pixel, left-Border, right-i-Border, top-Border, botton-Border) ; 

MpemptyBucket(xbyb) ; 
retura i ; 

emptybucket: 
DisplayWindow (atruct pixelrgba '0, left-Border, right-i-Border, top-Border, bottom-Border) ; 
MpEmptyBucket(xby b) ; 
return 0; 

static in VisendFrame?) 

MpfurketendFrame); 
DisplayendFrame); 

statie in Wisfilter(type width) 
ehar 'type; 
float width ; 
. . . at i ; 
lf (Filter Width Co.) goto Error; 
fortico;iCNFI.ERS;i++) 

if (stremp(ypeFilterName)) { 
FilterType e i ; 
FilterWidth us width: 
BoxFilter Flag s (widthus r1.0 EA stremp(type,"box")); 
return; 

} 
?print? (stderr, "The stochastie hider only has the following fiers:\n"); 
for is 0;iCNFLTERS;i++) 

print? (stderr, "%s FilterName); 
?print (stderr, "Wa"); 
return; 

Error: 
?print? (stderr, "Filter width must be DOV); 

static int. VisNewFrame (ininx, maximiny, maxy,xpery persideways,hitheryon) 
float hither, yon ; 

at ax 

Hither us hither ; 
Yon a yon; 
Border me Filter Width/2. -- 0.499; 
XPerBucket a per ; 
YPerBucket yper ; 
PixelsferBucket s XPerBucket YPerBurke, ; 
FiltersperBucket me (XPerBucket--2"Border) (YPerBucket--2'Border); tablesinit(NxGrid,NyGrid); 
MaxSamplesPerBucket PixelsperBucket NS; 
Minx a minx - Border ; 
Miny miny - Border ; 
Maxx is max + Border ; 
Maxy is naxy + Border ; 

26 
... in Endouekct 

is End Frane 

WFiller 

isNeuFrame 
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sun has alpha2 mp-D colorer ; 
sun + alpha3 mp-> color&r ; 
wp-> color.r a sum/alphasun; 
sun alphalo" mp-Deolorg ; 
sum +s alphal mp-> colorig 
sum + alpha2 mp->color2-g 
sum + alpha3 mp-> colors. 
vp-> color.g. a sum/alphasum ; 
sun as alphao np->color.o.b.; 
sum +s alpha mp-Deolorb ; 
sum + alpha2 mp->colorb ; 
stem + alphas' inp-> colorsb; 
vp->eolor.b as sunfalphasam ; 
sum an alphao mp->trassor ; 
sum + alpha mp->translr; 
run +as alpha2 inp->trans2.r ; 
sum + alpha3 mp->trans3r; 
vp->trans.r Stamfalphasun; 
sum is alphao mp->translog ; 
sun -- alpha mp->transg; 
sum + alpha2 mp->trans2 g; 
Sum + as alpha mp->trans3g ; 
wp->trans.g. a sun/alphasum : 
sum alphao mp->transo.b.; 
Sun +s alpha mp->transl.b.; 
sum + as alpha2 mp->trans2.b ; 
sum +e alpha 3 mp->trans3.b ; 
wp->trans.b stamfalphaser ; 

FedEf GOURAUD 

statie sample (nRample, mp, v) 
int sample; 
relater struct mpoly ap ; 
register struct xys v4; 

register struet visiblepoint 'vp ; 
register int inside ; 
float . . . 

A the micropolygon crosses the hither or yon plane during this 
frame, wee if it crosse it for this sample 
y 
tr MOTONBLUR at GLOSS 

if (np->daghitheryonicrossing tr. mp->bag.moving) { 
font min, max ; 
ir (vol. C. vi.) 

if (v2z C v.3.x) { 
Emin s (vo C v2.2) v0 : 
Emax (v. v3.a) vils : 

else 
amin ms (vo. C v3.) v0.2. 

v2. ; 
v3 : 

: v3. ; 
v2.2 ; 

; v2. ; 

: v3. ; 
v2.2 ; 

Emax as (vii. 2 v2.2) villz : 

else 
if (v2). C v3) { 

amia (vis C vez) vils 
Emax (vos C v32) vos : 

else 
smin (v. C. v.) vil); 
Emax (vol. X v2) voz : 

I (miscite Emax)Yon) goto Outside ; 
findr MOTIONBLUR CLOSS 

The inside test has been unrolled for speed. This test gally takes 
6 comparisons and branches, 4 multiplications, and 1-9 alignments. 

4,897,806 
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> If vertices 0 and e have different y signs, then both ...f6 mple 
> The line from vertez 1 to either verter 0 or vertes 2 crosses the z axis, 

depending on the sign of verter 1. 
t > The line from vertez 5 to either verticz 0 or verticg : crosses the at aris, 
t depending on the sign of verter 9, 
> Otherwise, if vertiers 0 and have the same sign, then 

> The lines from verter 1 to verter 0 and verter 2 either both cross the z 
aria or both do not cross the z aris, depcinding on the sign of verter I. 

> The line from vertez 9 to vertez 0 and vertez 2 either both crow the z 
azis or both do not cross the r azis, deprinding on the sign of verter S. 

For every line that crosses the z zis, we test the sign of the crossing 
and toggle 'inside" if the crowding is positive. At the end, in Ride" is 
led if we encountered an odd number of positive a crossings. 

y 
inside 0 ; 
if (voy > 0.0) { 

ir ?v2-y C 0.0) 
ir (vily C 00) 

{ if (vix'voy > vy'vox) inside - inside; } 
else 

(if (v2).x'vy > v2).y'v1.x) inside m inside; } 
lf (v3 y < 0.0) 

{ Ar (v3.x'voy > v3y'vox) inside me inside; } 
else 

{ if (v12.x'v3 y > vey'v3.x) inside m inside; } 
k 

if (vy C 0.0) { 
if (v1.x'voy > vily'vOx) inside inside; 
if (v1.x'v2y > vily'v2.x) inside me inside; 

if (v(3) y < 0.0) { 
if (v3.x'voy > v3y"voix) inside - inside; 
if (v3.x'v2y > v3y'v2.x) inside me inside; 

} 
else 

ir (v2)y > 0.0) { 
if (vily > 0.0) 
l if (vix'voy < villy"voix) inside - inside; } 
(if (v2.x'villy < v2-y"vix) inside - inside; ). 

ir (v3 y > 0.0) 
al ir (v3.x'voy < v3y'vov) inside - inside; ) 

tir (v13.x'v13 y < v2y'v3.x) inside - inside; ) 
else 

lf (vily > 0.0) ( 
if (v1.x'violy C vily'vox) inside m inside; 
lf (v1.x'v2 y < vily'v2.x) inside inside; 

if (v(3) y > 0.0) { 
if (v3.x'voy C v3y'vox) inside inside; 
if (v3.x'v2-y C v3-y'v2.x) inside is inside; 

ve 
"...if the Jample point is inside the polygon, and the micropolygon 

crosses the hither or yon plane, interpolate to find the value of 
2 at the dample Point. Tut whether this is between the After 
and yon planes. 
y 

if (inside) goto Outside; 

if (mp->faghitheryonerosing) 
as lerpa (v); 

if (2 Clither 22-Yon) goto Outside; 
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statie freelist (vp) 
register struct visiblepoint 'vp ; 

. . . v 

register struct visiblepoint 'p ; 
register in a ; 

(vp) return ; 
for (pavp, ai; p-> next; D++, prep->aext) ; 
p->next as Visfreelist ; 
NWisnise -us ; 
Wisfreelist vp ; 

static freepoints) 

register int a ; 
reglster struct visiblepoint 'head : 
for (n0, heads-Point; a CSamplesPerDucket; head++, sht) { 

freelist (head); 
) 

if CSG 
? CSG code -es y 

define CSGDiffereneeop 
define CSGIntersection Op 2 
define CSGUnionOp. 3 

define MAXTREE 64 
statie struet CSGnode "Tree MAXTREE; 

statie int. CSGNewTreen, tree) 
lat a; 
struct CSGoode tree; 

ir (as MAXTREE) 
?print? (stderr, Maximum utmber of trees exceeded.W."); 
Error(); 
retra; 

Treen tree; 

static in CSGResolved) 

int tree ; 
register int a ; 
register struct visiblepoint 'vp ; 
register struct visiblepoint resolvedtist, 'front, 'vis ; 
struct visiblepoint treelist ; 
struet visiblrpoint extractesgtreet), mergelists); 
struct visiblepoint extraetesEnode(), 'sofront(); 

for (n=0, vpsroint; a CSamplesPerDucket; Yp++, ++) { 
vis 0 ; 
while (frontesort frontyp) 

if (front->flagpaatshack 
'vp is front->aext ; 
front-enext is 0 ; 
freelist(front); 
front a sor front(vp); 
if (front RR front-DAatorsahack) { 

'vp is front->Rext ; 
front-ext ( ; 
freelist.(front); 
- 
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else if (front->csgn.ode) { ...CSG Repove 
Dtree r front->cs.gree ; 
treelist or extract...lesgirre (ntree, vp) ; 
esgresolve-tree (Treed tree, 0, treelist) ; 
resolvedlist as extract-lessnode (0, treelist); 
freelist ( treelist ) ; 'vp as mergelists (resolvedlist,'vp) ; 

} 
else 

'vp a front->next ; 
r (vis) ( 

front->eolor.r 's vis->trans. ; 
front->color. 's vis->trans-g; 
front-> color.b 'a vis->trans.b ; 
front->color.r + vis-> color.r ; 
front->color g + vis-> color-E 
front-> color b + vis-> color.b ; 
front->trans.r 's vis->trans.r ; 
front->trans. 'a vis->transg; 
front->trans.b 's vis->trans.b ; 

- 

front->next as vis ; 
vis a front ; 
lf (vis-> agglasshack &R 'vp) { 

float alpha, comp ; 
front in sort front(Yp) ; 
alpha vis->glasshackopacity ; 
comp me vis-> color.r ; 
vis-> color.r 'as alpha ; 
vis-> color. - (1-alpha) comp front-> color.r ; 
comp vis-> color.g. : 
vis->colorg 'as alpha ; 
vis-> colors + (1-alpha) comp front->colors : 
comp as vis->eolor.b ; 
vis-> color.b as alpha ; 
vis->eolorb has (1-alpha) comp front-Dcolor.b ; 

) 
lf (vis-Dagopaque) break ; 

} 
'vp is mergelists (vis, 'vp); 

static ceg-resolve-surface (lista, listb, id, op) CSg. resolve surface 
regieter struct visible point "lista, 'listb ; 
int id, op. ; 

register int a, b ; 

/ Go through two sorted lists of point, determining which points are 
actually on the surface according to the apecifical rug operator. 
Mark the points that are on the Jurface with the specified node it. 
A point from lists is on the surface if 'e' is set; a point from 
lista is on the surface is "b" is set. 

' > For the union operator, accept points from lists if f we are outside 
of volume b, and accept points from listb if f we are outside of 
volume a. Since we are initially outside of both volumes, "a" and 
"b are both initially true. 

D For the intersection operator, accept points from one list if f we 
are inside the other volume. Since we are initially aot inside 
either volume, "a" and b are both initially false. 

> For the difference operator (a minus b), accept points from lista 
if f we are outside of volume b and accept points from listb if f 
we are inside volume a. Since we are initially outside of b and 
aot inside a, "li is initially true and "a is initially false. 

> For all three operators, toggle "a or "b" when we pass through 
one of the surfaces of a or b, respectively. 

I 
a se b = 0 ; 
switch (op) { 
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ease CSGUnionop: a a 
ease CSGDifferenceOp: b is b : 
Case CSGIntersectionOp: break ; 

while (lista Ek listb) { 
if (lista->mio C listb->mint) { 

if (b) lista->esignode id; 
lista is lista->next ; 

essee resolve-rurface 

alse 
lf (a) listb->esgnode id; 
listb is listb->next 
b b : 

} 
lf (b) . r 

for Gistatistamista->next) tista->csgeode - id. 
if (a) 

for listbilistblistb->next) listb->cognode - id; 

static struet visiblepoint extraetesgeode (nodeid, list) eart ract -csgn.ode 
int Rodeid; 
register struct visiblepoint list; 

resister struct visiblepoint 'chisid, notchisid, 'vp, ext; 
M Eritrar all point with the Pecified Rode number from the list. 

Return 8 pointer to the head of a new list containing only the 
extracted point. 
y 

hirid as ( ; s 
not hisid O : 
next as list : 
while (vpmaext) { 

pext me vp->next ; 
if (vp->esgnode men modeid) 

vp-> next us thisid ; 
thisid is vp ; 

else 
wp->next us motthisid ; 
not thisid vp ; 

} 

'list nothisid ; 
return thisid ; 

statie struct visiblepoint "extract-esgree (atree, list) etract.csgtree 
lat attee ; 
register struct visiblepoint 'list ; 

resister struct visiblepoint intree, 'aotiatree, vp, next ; 

intree Botistree 0 ; 
vp a list ; 
while (vp) { 

next as vp->next ; 
if (rp->esgtree mes atree) 

wp->next intree; 
intree vp ; 

else 
vp->next notintree ; 
notintree vp ; 
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vp is next ; 

'list aotintree; 
return intree ; 

static struct visible point find froat (list) 
register struct visiblepoint list; 

relater struct visible point front, 'vp ; 

/* This routine returne s pointer to the frontmost point of a list 
of visiblepoints. The a value of each point is a tored so the 
minimum and marinum a value of its micropolygon. The exact 

value is only calculated by interpolation) if it is needed. 

> Find the point front" with the Jnal raining n E. 
> If that point has an interpolated s value, were done. 
> If that point's maximum z value is in front of the minimum 

of every other point, we're done. 
> Otherwise we go through the list again, this time wsing the 

exact Yalues of 2 calculated by interpolation, 
8. f 

if (list return 0; 

for (frontsevpslist; Yp; vp-vp-> next) 
if (vp->minz C front->min) 

front vp ; 

if (front->sailerpdone) Soto bone; 

for vp-list, vp;. vpsevp->bext) 
lf (vp-front E. Yp->minz <front->maxz) goto Lerp; 

goto Done; 

Lerp: 
front->minz me front->max as lerpz(front-> v); 
front->faglerpdone 1 ; 
for (vp-list; vp; Ypsvp->bext) { 

if (Yp->minz < front->minz) { 
if (vp-D flaglerpdone) 

front vp ; 

vp->ming vp->maxz lerpz(Yp->v); 
vp->aglerpdore a l ; 
if (Yp->min C front->mini) 

front vp ; 

Done: 
return front ; 

static struct visiblepoint "mergelists(a,b) 
register struct visiblepoint a, b : 

register struct visiblepoint p ; 

lf (a) return b ; 
lf (b) return a ; 

for para; p->next; purp->next); 
p->next b 
return a 

The erad value is a lored in both the minimum and natinum a fields, 

52 

find front 

...find front 

mergelists 



4,897,806 
53 

, static est-resolve-tree (node, id, list) 
resister struct CSGoode aode; 
lint id; ... ' 
register struct visiblepoint list; 

truct visiblepoint listo, "list1; 
struct visiblepoint extractesgaode(), "mergelists(); 

if (node-> child esgresolve-tree (code->ebildo, bode->ido, list); 
if (code-> childt) ess-resolve tree (node >child, aode->idii, list; list - extract.csgn.ode (node-idol, list); 
is tractsgeode (node->idii, isj; 
if (listo II list) 

if (listO) sortlist (Risto); 
if (listi) sortlist (&list); w 
SE-resolve-surface (listO, list, id, node->op); 
list mergelists (listo, list); 

'list a mergelists (list,"list); 

static struct visiblepoint "sortfront(hed) 
resister struet visiblepoint head; 

ye 
(head) points to a list of sile points. This routine at 
the frontmost point at the head of the list. 

resister struct visiblepoint prev, emp, 'vp, front : 

if head) return 0; 
front me indfront("head); 
for (preva "head, Yps prey->next; vP, Prev-vp, vp-vp->next) { ir (vp-front) { 

prev->next me froat->next ; 
front->next head; 
head front : 

return head : 
} 

return head : 

static ortlist (list) 
register struct visiblepoint is ; 

r ("list)->nex) { 
(void) sortfront (list); 
portist (RC(ist)->next)); 

} 

else 
statie in SGNewTree(); 
statie in CSGResolve(); 
fendir CSG V 

/ alvi. 1.9 85/05/en/ '^ym---- r ----., ------, Y 

include Creyes.h> 

struct visdags 
unsigned moving : 1 ; 
tensigned opaque : 1 ; 
unsigned cubicnotion : , ; 
unsigned matte : 1 ; 
unsigned hitheryonerossing : 1 ; 
wnsigned epdone : 1 ; 
to signed gotraud : 1 ; 

unsigned pantshack : . ; 
unsigned torsobaci : 1 ; 
unaigned glasshack : 1 ; 

54 
csgresolve tree 

sort front 
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struct mpoly 

struct npoly "aext ; 
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int minx, miny, maxx, maxy ; 
struct xyz nin, nax ; 
struct xyz v); 

Fir MOTIONBLUR 
struct xyz speed? ; 

Ef CUBCMOTION 1 
struct xyz speed 24; 
struct xyz speed31 ; 

endlf CUBiCMOTION 
end MOTONBLUR 
GOURAUD 
struct eolor color) ; 
struct color traas? : 

else 
struct color color ; 
struct color trans ; 

endir GOURAUD 
if CSG 

short csgtree, esgnode ; 
a CSG m 

DEFT OFFIELD 
struet xy do?border ; 

endif DEPT OFFIELD 
float glarshackopacity ; 
strue visflags flag ; 

catern float Doxa, Doxb, Dolya, Doly b : 
extern int PintoleCamera ; 

/u0/tom/patent/pray.c 

(it'l- NULL) 
returnhitalpha); 

return(-f); 

dispersery oldraynardispersionaagle) 
vector oldray 
doubla aal disperien angle 

double phi, heta, he 
double a,b,c,v,ys; 
Phi drand) drand() ornardisperion angle 
theta a drand 12 Pi; a oldrayol; 
h as oldrays; 
C oldray?2; 
the m pyr (double)(a rab bee)); 

A/rho;be frho; e - efho rho pinphiarostheta); 
y in the in phi)aintheta; 

in rhotosphi); 
if v Cyrdoublebab-eat) is op 

oldray 

eldray a 
oldray a y; 
eldray3 - a 

true color 

Copyright (C) 1985 Pixar 
APPENDIX B 

/uo/tom/patent/pray.c 
...lighth it 

disperseray 

oldrayo a ; + sea); 
oray a y e - be a + ba ov)/w; 

2 m -bey - eas a 4- eas ow/v. 
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register truet ray viewing 
float time; 

double alphabeta; 
struct ray Reyvray 
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double diffuse, y dota, k, kn, specular, refectionlength; 
struct color tracecolor, view color, riphere color; 
double sphereeflectiviypherebump; 
vector normal, incorning, reflection, leap vect, center; 
double radius; 
register struct phere hp 
register truct light pr; 
nati tempmatrix; 
doobie apiname 

feprinflreefrayfi,,,,,,,,, TA", 
retrap-> endpoint 
viewip-> endpoint, 
resia->e drial 
vie play-> direction 
viewing-> direction, 
viewing-> directional, 
level, time); / 

fe 

of 

fo 

alpha euphere hittviewing time,(levelomo) Et transluceaeyrey); 
beta light hitviewingine); 
if (beta > , ) it (alpha C 0) (beta C alpha))) 

returnthilight->rb); 
if (alpha C 0.) 

returntnuteolor; 
view.colorrid in 
vieweplor. grin a 
view.color.biu is 9 
vieweolor.alf as .; 
hp a hitsphere; 
WAddlerpalphs, viewing->endpointviewing->direction,newray endpoint); 

FindCenterhp, time, center; 
radius hp-> radius 

normalO as (new ray-endpoint0 
aormall as new ray.endpoint 
normal2 is new ray-endpoint 
aormat3 up . 

: 
-centero 
-Prer 
-eenter 

/radius; 
fradius; 
Aradius; 

put ornal trough inverse transformation is order to estreet 
original popition on sphere. 

?at original positio is ten used to took up the premeter 
for the ephere 

double duration; 
truct soverneat apt 

mpt hp->mptr; 
WCopy (normal,tempveet; 
MVector Multiply(tempveet,hp->M,teapvect; 
while (mptr) 

if taptra->startine > is tiane break; 
MxVector Multiply (tempveet,mpte->MRIMR2, teapveet); 
if tapt->rnptr) 

if (enptr->mptr->partine > a tiae) 
elae 

else 

duration a tine - apt->startinae; 

duration an apty->aptir-etartine as aptr->starttime; 

duration a time - inpt->starttime; 
opinangle as Mix Degrees duration Vallength(saptr->translate)/hp->radius); 
Mix?otate(spinangle, 's 'tempmatrix); 
MixVectorMultiply tempveet, tempmatrix, tenapweet); 
MuVector Multiply(tempveet,naptraXR2R,tempveet; 
mpt anpur->mptr; 

soup tempfeet eontain the orian position of this endpoint is the 
picture map for this piere. 

spherebrnp in hp->phong; 
if (ABS(tempvect(2) C halfstripewidth) 
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spherecolor a hip->stripeeolor 
sphere reflectivity u spher Peelera; 

else 
(Ansipras) C halfring width) 

125 cc - P - is cook, be adaphere. -G -irrae -picio -lip -a -ins -ian -in 

include (stdio.h>. 
include Kaart.h> 
include Canath.h> 
inelude Cpieio.h> 
include Crpat.h> 
inelude Cikehack.ho 
include Cbliss.h> 
include CMy Matrix.h> 
include CBuaiOpen.h> 

include Cirraad.h> 

include CVVector.h> 

define SS 84 
define XSIZE S12 
define YSIZE 488 

in spx is XSIZE; 
in ply as YS2E; 
int. ppf XSIZE; 
int pply , YSIZE; 
int PPs ; 
int size 0; 
int pp. am SS; 

define WPIX 8.559 / as 48/61, vertical eight of a pse of 
define MANEWEL 
define NSPIERE Oo 

it transluceney ray a FALSE: . 

double fieldo?view 30. 
vector viewpoints 
aatrix normalier,inversenornaliser 
double halfstripe width to .4722; 
double hairingwidth .85; 
double line thickness a .05; 
double ringradius .44; 
It ringradio a Pr?t-fistfring triatAi-linetiekaesje) of 
iat das a 0; 
int yart 9 
in yend a 100000; 
eystart) 

ystart atoitaargy); 
yend noitaarsvil; 
if tyend C. ystart 

printistderr,"bad y bounds\n"); 
exi; 

int, debug l FALSE 
set debug) (debug a TRUE) 
struct color 

double red, gra, blu, all 

strue color nulleolor - (0.0.0.0.); 
struct color ivory colora (0.85,0.850.55,0.8); 
double ivory bump 1000; 
double ivory reflectivity 0.8; 
struct color blackcolor (0.05,0.050.05,...); 
double blackburnp is 1000; 
double black refectivity as 0.8; 

struct window (int minx, mari,miny,mary;); 
struct overnea 

matrix, MRMR2, R2Ri; 
double start time; 
vector translate; 
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...trace 

setystart 

set debug 
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struct shovement laptr. 

truet sphere 

vector center 
double radius 
natrix M: 
struct color outsidecolor stripecolor 
struct roovernet impr; 
double refractive index; 
double transmitivity; A freetional intensit of tranonited rays of 
double specularity; 1 amount of peeular refeetion e/ 
double phon / Opeeular up vida Pion esponent) of 
double reflection dispersion; 
double transmissiondispersion 
int active; 
struct window w; BuniPType buniptr. 
int basise?bysise; 

theninspikRE; 
8truct phere ephere a sphere; 
define NG so 
true light 

weetor location 
double intensity0; 
vector location; 
double intensity; 
double radius; 
truct tole reb; 

fight(NLIGirl 
struct light eight a light; 
double ambient; 

otruct ray 

vector endpoint,direction; 

struct phere hitephere 
strue lish 
define 

hitlight; 
EPSON e 

FindCentertspur.time,enter) 
struct sphere apt 
double time; 
vector eeater 

double 

double duration; 
struct novement rapir. 

WCopy(spir->eentercenter); 
inpt as opt->mpir 
while (aptr) 

mpt->startine > is time) break; 
if (mptr->riptr) 
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if (mptf->mptr->start time > time) 
duration time - aptir->startine; 

else 

62 

FindCenter 

duration aptir-Deptr->startine - aptir->start time; 
else 

duration time - papte->startine; 
WAddlerp(duration,center,mpir->translate center; 
apt me inpur->mptr; 

spherchit?oldray, time,evelo) 
register struct ray oldray 
float line: 

register struct sphere apptr. 
double hitaphs 
double alpha, direriminant, a, b, e. 
vector new endpoint 
veetor enter; 
double radius; 

sphere hit 
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/print? oriere it? rayfair, af, if, if, f, 9I), spa, 
Pre-Papertfoldray->endpointfield's endpoints, 
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rth-> directionloheldray-> dirt etiolillarii al, five); / 
/ is routine tries to fall Pea en the spliere oper and tae oldray, 

Using alpid is tie etent of tie fy beyond eldray-> endpoint, 
sadratic is alpid ean be formed A coefficients a, a rewputed else. 

hitsphere a NULL; 
WDottold sy->direction,oldray->direction; 

for pit is sphere; spirit esphere; apt --) 
if (levelo spir->active) 

FindCentersptr.time,eenter; 
tadius spir-> radius; 

, e are 

double 

Subitteldray->endpoint, centernewendpointh 
b Ysbott he wendpoint,oldray-> directin: 

us WPoine wendpoint, he wendpoint)-radiradius; 
if (discriminant bab - 4 nat)CO. 

Continue; 

discriminant sqrt{(double)discriminant); 

alpha as b+discriminant)/(2); 
s if (EPSELON C alpha t 

(hisphere as NULL I alpha < hitalpha)} 
bitalpha an alpha; 
hit sphere a sptr; 

pha-b-discriminant)/(2r); 
if (EPSILON C alpha Et. 

(hitsPhere a NULL || alpha < hit alphs) 
{ 
hitalpha alpha; 
hitsphere a sptr; 
} 

(hisph in NULL) 
returnhitalpha); 

returnt-l.); 

light hit (oldray, time) 
register struct ray oldray; 
oat time; 

resister struct light dipt 
double hit alphs; 
couble alpha, diseriminant, a, b, C 
vector newendpoint; 
vector center 
double radius 
hitlight NULL; 

unt Dottoldy-> direction,oldray->direction; 
for (lptr Eight; lpr a elight; iptre+) 

YP(implit->leration0,lptr->locationicate 
radius is pt.r->radius 
YSublay->endpoint, centernewendpoint: 
b an Dot(newendpoint, oldray-sdirectin: 

YPontendpoint.newendpoint)-distadius 
if (discriminant hab- da r)<0.) 

Continue 
discriminant sqrt{(double)discriminant); 

ph (b+discriminant)/(2); if (EPSON C alpha 
tion r NULL || alpha < hitalpha) 

hit all:3 as alpha; 
hitlight is pr; 

phib-discriminant)/(2 tal; 
if (ESILON C alpha : 

(hisphere is NULL alpha C hitalpha) 
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... spherehil 
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alph alpha; 

hitlight up pr; 

spherecolor hp-> outsideeolor; 
spherere?ectivity in sphereeolor, all; 
. 

else 
if (ADS(tempyeet2) C halfringwidth-i-liaethickness) 

( if (hp->outsidecolor:red to hp->stripecolor.red) 
spherecolor a blackcolor; 
spherereflectivity blackreflectivity; 
spherebump in blackburnp; 

else 

spherecolor as ivorycolor 
sphererefeetivity an ivory reflectivity; 
spherebump ivory bump; 

else 
if (hp-> tript) 

int maps, mapy; 
RGBA'ixelType RGBA; 

(tempvect2 > 0) 
hp->bsite (1 + (atan(tempveetoftempveet2)/(P/2))fringradius)/2; 
hp->?bysite ( - (interprey /enpvect2)/(Pi/2))fringradius)/2; 

else 

hp->fbsise (1 + (interpret /tempvect2)/(1/2)/ringradius)/2; 
hp->rby size (1 - (atan(tempvect/teapvect)/(PI/2)/ringradius)/2; 

SetBuniyhp->buniptranspy); 
SetBunchp->buniptrinapx; 
Get DunirGBAhp->buaipur, RGBA; 
uphereeolor:red a RGBA Red f4095; 
opherecolor:gra as RGBA-Green/09s; 
spherecolor:blu un RGBA Blue 14095; 
sphere reflectivity RGBA Alpha/4095. 
spherebump is 1000; 

- 

sphereenlor is ivoryeolor 
sphere reflectivity an ivory reflectivity; 
epherebump up ivorybunp; 

vdota in Valdotnonpaaviewing->direction); 
if (vdoin > 0) 

else 

WNrgatefneraal, normal); 
a m ./hp->refractiveindex; 

st -vdoka; 
kn hp->refractiveindex; 

else 

ifivdota t 0.) VScalarMultiplyi/vdotnviewing-> direction,incomins); 
?o the only differenee setween the viewing direction and the incoming 

veetoria in factor of I/dota, f over the in of the Esple 
between the piering veetor sad the normal 

af 
if Evdotn use O.) VCopyviewing->direction, reflection); 
else 

WAddlerp(incoming normal, reflection); 
dispersery(reflection,hp->reflection dispersion); 
refectionength un Vallength(reflection; 
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0 first fee fle to gree oppose to 
A. 

vieweolor.red a sphereeolor.red Pambient; 
view color grin a sphereeolor-gr n ambient; 
vieweolor, blu sphere color.blu ambient; 

for (pr as fight; iptr as elight; ipt ----) 
double intensity; 
vector lighteenter; 
vector randon; 
randon3 m l; 
for (;) 

randomo us 2 adraad)-; 
randon 2 drand-l; 
randon2 is 2 drand)-; 
if (Vxlength(randon) Co. 1) break; 

WaScalaryiultiplyptr-> radius,randon, randon); 

Waterp?time,ptr->koestion0,lptr->location,lightcenter); 
W.Add(lightcenterrandom, new ray.direction); 
Vs Subtract(new ray.direction, new ray.endpoint, new ray.direction); 
WxNormalize(new ray.direction, new ray.direction); 
if spherehitnew ray,tiae,FALSE) > 0.) 

continur; 
specular a Vs Dot{new ray.direction, reflection)/reflectionlength; 
if specular C. O. pecular 0. 

o Pete eer 
of 

intensity as lptr-intensity0 + time (lptr->intensity-lptr->intensity Ol; 
fo pecular as intensity P AP-> Peelsnity Perfereeular, apiere jump); of 

pecular hp -> specularity powspecular, sphere bump); 
diffuse an intensity WDotthewry, direction, normal); 
vieweolor.red specular di?use ?phere color.red; 
vieweolor:gra + is specular + diffuse sphere color. Ern; 
vieweolor.bla us speeular - diffuse upheretoothiu; 
} 

if (level is a MAXLEVEL 
return view color; 

a Now, the re?eeded emponent 
ef 

if (sphere refectivity to 0.) 

double espitalris; 
VxCopy (refection.new ray.direction; 
tracecolor us trace new ray, level + time); 
view color.red tracecolor, red asphere refectivity; 
vieweolor grin - tracecolor.gr n asphere reflectivity; 
vieweolor.blu is tracecolor.blu spherereflectivity; 

if (alpis a phere Ai?enevray, time, FALSE) Wallengt(neuray, dire etion) > 0) 
tie veolor. red - a peree olor. redesirnbeat opere refectivity Pear?-alphs); 
tie treeter.frn - sphere color. gr. arrie at ephere reflectivity teap-alpha); 
view.color.sls - spie reeler, lear seat apiere refeetiriger sp-alpha); 
} 

e 

fo 
Nr. the transmitted earnponent 
(p->imily an O. tit vdota la O.) 

WAddincorning normal, tempvect); 
kf kn o ka e VxDotiacorning, incoming) - Wadottenpveet, tempveeth; 

new ray.direction0 kf (normalotineoningo) - aormal 
neway.direction k (normall-incorning 
aew ray.direction2 kf (normal+inconing 
new ray.direction3 to 1.; 

disperseraytnew ray.direction,hp-> transmission dispersion); 

deprit?traeefrayff, s?, If, Ital), , ) -> , 

a normal 
2) - normal2 

68 

...trace 
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neuray, endpoint0, 
nevray, endpoint, 
neersy endpoints, 
neuray, dire efioso, 
new ray.direction, 
neveray, direetions, 
levelt, time); / 
translucency ray a TRUE; 

tracecolor a traeetnewray, level, time); 
transluceney ray FALSE; 
/printIII,I,N',traeeeolor:red, tracee floragra, traeteeler, illef 

vieweolor.red a traeeeolor.red hip->transmitivity; 
vieweokurgrin a me traeecolor:grap-e transrnitivity; 
irrell a tracecolor.bu?hp->traasaitivity; 

returnvieweolor; 
prf2t 
double : 

untiniki adrand()+4080. CO.O.C.))); 

double Fa 0.0 
double focaldistance on . 

struct color eyetracets, y, t) 

double x, y, t; 
struct ray ray; 
vector screenlarget, modeltarget,focaltarget, direction; 
double filmplanedistance; 

/eprintfeyetraeeff, fail, s, , ); / 
screentargetO in , 
screen target is y 
screen target2 in .; 
screenlarget m . 
MVector Multiply screen target, inversenormalier, nodeltarget; 

s WSubtraetmodeltargetviewpoint, direction); 
Almplanedistance in Wallength(direction); 
WAddlerp(focaldistance/filmplanediataneeviewpoint, direction,focaltarget; 

veetor randon; 
randon a 0 
randon3 
for (ii) 

randoro is 2 adrand 
randon is 2 drand-l; 
if (Vallength(randon) Cime 1) break; 

WSealat Multiply(Fn, randon, randon; 
McVeetor Multiply trandoninversenoraaierray-endpoint); 

WSubtraetoealtarget, ray-endpoint,ray-direction 
return tracetray, 0, t): 
} 

PFLE piefile; 

extern struct y float x,y) location 
extern float Tinaes; 
extern float FilterSS33; 
double to a . 
double t a . 
gettine 

seppfayC) 

Ppf an ;: ); pply to stoicarvel; 

petasiae) 

in atollart): 
pp CC site; 

70 

pr12 

settine 

setppfry 

sets.size 
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bassae 
20) 

priatristderr, "Invalid sphereVa"); 
else 

double v 
natrix tempmatrix: 
FbErrors(FBIGNORE); 
if (esphere->bunipt as Fb.Open(fbaane) as NULL) 

print?stderricannot open a\n"rbname); 
else 

BuniCSRType esri 
esphere->bxsie us GetSietesphere->buniptr; 
esphere-Dfbysise a GetSietesphere-Dbuniptr; 

esr.ChannelSel 07: 70 all of 
errAutoineDee a NCREMENT 
car.WriteTrigger ALPA TRIGGER; 
est. ReadTrigger a RED TIGGER; 
esr.XYModas XMOD; esr.BumpxY 
est.WriteAddrMod O 
esr. ReadAddrMod an 0; 
carerpMode m 0; 
esr. Lerprequest is 0; 
SetBuniCSResphere->bunipt, er; 

lat, 
ege : 

?printstderra: %d ada'?baame,esphere->basise,esphere-> fby siz) 
MxRotate?aginuth,' 'esphere->M); 
Mixtotatetpitch 'y',tempmatrix); - 
MixMultiply (esphere->M,tempmatria,esphere->M); 
Atxotiate rail 's tempmatris); 
McMultiply (esphere->M,tenapraatrix,esphero->M); 
esphere->centers 1. 
esphere->mptr an 0; 
esphere-Drefleetiondispersion u 
esphere-Dransnisiondispersion a 0 
plant; 

int spherenumber 
double tartime; 
irtscaardstrars, 

else 

tripherenumbertstartine, 
tabeolabelsbee) to S 
printstderr, "invalid hi\n"); 

... reinain 

strue noverneat ?oldapt, newmpt 
double v 
abel3 is . 
new raptr (struet governen maloesiseoftstruct movement): if (oldmpt a spherephereau aberrapt.) 

while (oldmptr->mptr) oldmptr as oldaptraeanpur 
oldaptr->mptr aevaptr; 

spheresphereaumber. Dept a new mptr. 
else 

new raptr->mptr is 0; 
rewrptreestartime as starttime; e 
WCopytabaevapir->translate); 

u?e is the translatios Teetor for the moving opere. 
Let us take perpendie lar veet or to it is the are a plane 
and fellow tie formula from page 56 of Neuman & Sproul, of 
for rotating about an arbitrary vector. 

double temp; temp abco; abco abel; abel -teap; 
WNormalisetabe, abc; 
v is sqrt{(double)(abcabc} + abcabee)); 
Asidentity(MRI); 
MRI - MR2 abcz/y : 
MR2 (MRI).2 m abell/v); Maldentity(MR2); 
MR2?oto - MR2 - v ; 
MR2so (MRO) as abco); 
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struct sphere p; 
in Aag; 
Aag 0; 
fort-pip is esphere:ph +) 

ag o 
p->active 

82 

(s. b p->w.min-dens it as Ca P->w.nari-dens) it 
(sy X. p->w.miny-dn) : y < p->w, maxy+dma))); 

/printil #5A"> active); / 
returnflag; 

yactivespheressy) 

stret sphere p; 
int flag; 
flag t 0. 
for panphetep is epherephi) 

Aag 

/printfid:%A"> active); / 
returntagh; 

fo s 
Tie sefire flag indiester that the sphere tone lies this seamline. 
This ean be as overed by itersee ting the plane determised by the 
point of Dieu with the Jesaline rit the sphere. Actually, of 
course, the plane is S. one fed nine if the phere is d, 
moving as it does through time. 
A simple approanation to redsee the plane eek down to d is 
to inft reef it uit a piers larger in redun by one estra 
Jeanline. 
Furthernere, the noting apiere ean be negleefed by viny tie 
are rage of the two ephere ee afer, with a radis increased by 
half the differenee. 

accumulatess(psSpiri) 
struct color pSSpr; 

in 

oat ; 
struct color colorptr; 

as a 0 
for i o C. rps, j++) 

for (i 0; i C. pps; it.) 

for (k pp. k > 0 k-) 
int Rosetyoffset; 
fpt &filterissiselsloo; 
offset in Locations.s. pp.; 

yoffset um locationssy pps; 
for (a so a C 3; a +) 

p->active s (sy 2 p->w.miny-dan) kit (ry C. p->w.aasy tdas); 

yactitespheres 

... yactivespheres 

accumulateSS 

eolorptr m eoloriaeptryoffset:+n+offset:+ x; 
for ( 0; 1 C 3; 44) 

um opt--- 
colorptir-bred a 
colorptf->gra tu 
colorptr->blu +ts 
colorpr->alf thm 

out. 
pSSptr++; see: 

maintarge, argv) 
char rarv; 

arge do aargstern darge,arv); 
if (as help?as) exit(0); 
if (arge C. 2) 

(printf("Usage: St Alename\n");exit();) 

remainlarge, argv); 

pSSplit->red of; 
pSSpir->gin of: 
pSSpir->blue?; 
pSSpur->alfat; 

main 

... main 
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It is claimed: 
1. In a method of forming an electronic signal of a 

video image frame that individually specifies character 
istic information of each of an array of pixels that forms 
said frame, wherein the characteristic information of 
each pixel is determined by sampling, at a plurality of 
points within a boundary of each of said pixels, data 
stored in a computer database that specifies visual char 
acteristics of an object scene for said image frame, the 
improvement comprising the steps of electronically 
determining, for the sample points individually, a range 
of angles of reflection of the object scene at such points, 
and pseudo-randomly selecting one such angle for each 
such sample point, whereby other portions of the object 
scene that are visible by reflection from a sampled point 
of the object scene are determined. 

2. The method according to claim 1 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of rays extending from each such point to a 
source of illumination of the scene, pseudo-randomly 
selecting one such ray angle for each such point, and 
determining for each of said selected rays whether 
other objects are in the path of the ray, whereby penum 
bras are shown in the image frame. 

3. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of pixels that forms 
said frame, wherein the characteristic information of 
each pixel is determined by sampling, at a plurality of 
points within a boundary of each of said pixels, data 
stored in a computer database that specifies visual char 
acteristics of an object scene for said image frame, the 
improvement comprising the steps of electronically 
determining, for the sample points individually, a range 
of angles of rays extending from each such point to a 
source of illumination of the scene pseudo-randomly 
selecting one such angle for each such point, and deter 
mining for each of said selected rays whether other 
objects are in its path, whereby penumbras are shown in 
the image frame. 

4. A system for developing an electronic signal and 
displaying an image of an object scene therefrom, com 
prising: 

a computer memory database that specifies certain 
static and time varying visual characteristics of the 
object scene, 

means responsive to said computer memory for sam 
pling information of the database to determine the 
visual characteristics of the object scene at a plural 
ity of points pseudo-randomly positioned across 
the object scene, and 

means responsive to said computer memory for caus 
ing said plurality of point samples to be pseudo-ran 
domly distributed in time, 

whereby an image is displayed monitor with reduced 
spatial and temporal aliasing. 

5. The system according to claim 4 which addition 
ally comprises means responsive to said computer mem 
ory for positioning said sample points in a manner that 
the resulting displayed image views the object scene as 
if through an optical system having a limited aperture 
size and specific focal characteristics. 

6. The system according to either of claims 4 or 5 
which additionally comprises means responsive to said 
computer memory for pseudo-randomly selecting for 
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each sample point one of a rage of angles of reflection of 
the object scene at such points, whereby other portions 
of the object scene that are visible by reflection a single 
point of the object scene are determined. 

7. The system according to either of claims 4 or 5 
which additionally comprises means responsive to said 
computer memory for determining partial blocking of 
object scene illumination source, thereby to show 
penumbras in the displayed image. 

8. The system according to either of claims 4 or 5 
which additionally comprises means responsive to said 
computer memory for pseudo-randomly selecting for 
each sample point one of a range of angles of refraction 
of the object scene at such points, whereby other por 
tions of the object scene that are visible by transparency 
through a single point of the object scene are deter 
mined. 

9. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each an array of pixels that form 
said frame, wherein the characteristic information of 
each pixel is determined by sampling, at a plurality of 
points within a boundary of each of said pixels, data 
stored in a computer database that specifies visual char 
acteristics of an object scene for said image frame, the 
improvement comprising the steps of electronically 
determining, for the sample points individually, a range 
of angles of refraction of the object scene at such points, 
and pseudo-randomly selecting one such angle for each 
such sample point, whereby other portions of the object 
scene that are visible by transparency through a sample 
point of the object scene are determined. 

10. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of pixels that form 
said frame, wherein the characteristic information of 
each pixel is determined by sampling at at least one 
point within a boundary of each of said pixels, data 
stored in a computer data base that specifies spatial 
locations and the visual characteristics of objects in a 
scene for said image frame, the improvement compris 
ing electronically positioning said sample points in a 
spatial distribution across said frame such that a Fourier 
transform of such a distribution over an infinite extent is 
substantially continuous in some regions and establish 
ing the characteristics of an optical imaging system, 
including aperture size and focal plane relative to the 
objects of the scene, and determining the characteristics 
of the objects for each sample by taking into account 
the distance of the objects from the focal plane and the 
size of the lens aperture, whereby the image frame elec 
tronic signal contains information of the objects within 
a certain depth of field as determined by the characteris 
tics of the optical imaging system. 

11. The method according to claim 10 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of reflection of the object scene at such points, 
and pseudo-randomly selecting one such angle for each 
such sample point, whereby other portions of the object 
scene that are visible by reflection from a sample point 
of the object scene are determined. 

12. The method according to claim 10 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of refraction of the object scene at such points, 
and pseudo-randomly selecting one such angle for each 
such sample point, whereby other portions of the object 
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scene that are visible by transparency through a sample 
point of the object scene are determined. 

13. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each an array of adjacent areas that 
forms said frame, wherein the characteristic informa 
tion of each such array is determined by sampling, at a 
plurality of points in a certain pattern within a boundary 
of substantially every area across said image frame, data 
stored in a computer data base that specifies spatial 
locations and visual characteristics of an object scene 
for said image frame, the improvement comprising elec 
tronically arranging said plurality of sample points 
within substantially every such area in a spatial distribu 
tion therein such that a Fourier transform of such a 
distribution over an infinite extent has substantially 
continuous in some regions, and establishing the charac 
teristics of an optical imaging system, including aper 
ture size and focal plane relative to the objects of the 
scene, and determining the characteristics of the objects 
for each sample by taking into account the distance of 
the objects from the focal plane and the size of the lens 
aperture, whereby the image frame electronic signal 
contains information of the objects within a certain 
depth of field as determined characteristics of the opti 
cal imaging system. 

14. The method according to claim 13 wherein the 
step of determining the characteristics of the objects 
includes pseudo-randomly distributing the path of sam 
ple points through said lens aperture. 

15. A method for point sampling image data in a 
computer system for determining characteristic infor 
mation of pixels comprising said image data, said 
method comprising the steps of: 

selecting a plurality of sample regions comprising at 
least a portion of a pixel; 

selecting sample points within said regions such that 
the distribution of sample points of the smallest 
sample region is nonperiodic, and; 

combining the characteristic information of the sam 
ple points in each pixel, thereby to determine a 
single characteristic information of each pixel. 

16. The method of claim 15 wherein said nonperiodic 
distribution is repeated in each of said plurality of sam 
ple regions. 

17. A method for point sampling image data in a 
computer system for determining characteristic infor 
mation of pixels comprising said image data, said 
method comprising the steps of: 

selecting a plurality of sample regions comprising at 
least a portion of a pixel, and; 

selecting sample points within said regions such that 
the distribution of sample points of the smallest 
sample region is nonrectangular and nonrectilinear. 

18. A method for point sampling image data in a 
computer system for determining characteristic infor 
mation of pixels comprising said image data, said 
method comprising the steps of: 

defining a sample region comprising at least a portion 
of said one of said pixels; 

defining a grid pattern wherein a first number of 
regularly spaced sample point locations are defined 
in said sample region, and; 

point sampling at a second number of selected sample 
point locations of said grid pattern, said second 
number being less than said first number, said se 
lected sample point locations disposed in a nonreg 
ular distribution in said grid pattern. 
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19. In a method of forming an electronic signal of a 

video image frame that individually specifies character 
istic information of each of an array of adjacent areas 
that form said frame, wherein the characteristic infor 
mation of such area is determined by sampling at a 
plurality of points in a certain pattern within a boundary 
of substantially every such area across said image frame, 
data stored in a computer database that specifies spatial 
locations and visual characteristics of an object scene 
for said image frame, the improvement comprising the 
steps of electronically defining a plurality of substan 
tially nonoverlapping portions within such area and 
then locating each sample point within an individual 
area portion pursuant to a nonregular distribution. 

20. In a method of forming an image frame by indi 
vidually controlling characteristic information of each 
pixel in an array of pixels that forms said frame, wherein 
objects to be included in said image frame are repre 
sented by image data stored in a computer database that 
specifies spatial locations and visual characteristics of 
said objects for said image frame, a method of accessing 
the information of said image data for determining the 
characteristic information of each pixel, said method 
comprising the steps of: 

spatially dividing the area of said pixel into a plurality 
of non-overlapping areas; 

determining a nominal point location within each of 
said areas in a nonregular pattern; 

determining an offset of each such nominal point 
within each of said areas for each pixel within said 
image frame to define an offset point such that a 
plurality of offset points defines a nonregular distri 
bution; - 

determining the characteristic information at each 
offset point for each pixel of said frame, and; 

combining the characteristic information of said off 
set point in each pixel, thereby to determine a sin 
gle characteristic information of each pixel. 

21. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of pixels that forms 
said frame, wherein the characteristic information of 
each pixel is determined by point sampling at at least 
one point within a boundary of each of said pixels, data 
stored in a computer data base that spacifies various 
parameters relating to an object scene, the improvement 
wherein the sampling is electronically accomplished by 
a pseudo-random distribution of at least one of said 
stored parameters such that a Fourier transform of such 
a distribution over an infinite extent contains substan 
tially continuous regions, said at least one stored param 
eters including location of objects in the scene relative 
to the image frame. 

22. The improved method according to claim 21 
wherein said at least one stored parameter includes an 
amount that the objects in the scene change during the 
time represented by said video image frame, whereby 
object blur of said object scene is represented. 

23. The improved method according to claim 21 
wherein said at least one stored parameter includes a 
range of ray paths representative of that created by an 
optical imaging system, whereby a depth of field of said 
object scene is represented. 

24. The improved method according to claim 21 
wherein said at least one stored parameter includes a 
range of angles of reflection from objects in the scene. 
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25. The improved method according to claim 21 
wherein said at least one stored parameter includes a 
range of angles of refraction by objects in the scene. 

26. The improved method according to claim 21 
wherein said at least one stored parameter includes a 5 
range of spatial intensity variations of illumination and 
objects in the scene. 

27. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of pixels that forms 10 
said frame, wherein the characteristic information of 
each pixel is determined by sampling at least one point 
within a boundary of each of said pixels, data stored in 
a computer database that specifies spatial locations and 
visual characteristics of objects in a scene for said image 
frame, the improvement comprising electronically posi 
tioning said sample points in a spatial distribution across 
said frame such that a Fourier transform of such a distri 
bution of over an infinite plane is substantially continu 
ous in some regions, and said improvement additionally 
comprises locating a plurality of sample points within 
each pixel and wherein said computer data base con 
tains information of spatial movement of the objects 
during a time period represented by said image frame, 
and further wherein the characteristic information of 25 
the objects is determined for each of the plurality of 
sample points within each pixel at one of a plurality of 
different instants during said image frame time period, 
thereby to show any motion blur of the object scene in 
the resulting image frame electronic signal. 

28. The method according to claim 27 wherein said 
improvement additionally comprises the steps of estab 
lishing the characteristics of an optical imaging system, 
including aperture size and focal plane relative to the 
objects of the scene, and determining the characteristics 
of the objects for each sample by taking into account 
the distance of the objects from the focal plane and the 
size of the lens aperture, whereby the image frame elec 
tronic signal contains information of the objects with a 
certain depth of field as determined by the characteris 
tics of the optical imaging system. 

29. The method according to claim 27 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of reflection and/or refraction of the object 45 
scene at such points, and pseudo-randomly selecting 
one such angle for each such sample point, whereby 
other portions of the object scene that are visible by 
reflection from or transparency through a sample point 
of the object scene are determined. 

30. The method according to claim 27 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of rays extending from each such point to a 
source of illumination of the scene, pseudo-randomly 55 
selecting one such ray angle for each such point, and 
determining for each of said selected rays whether 
other objects are in the path of the ray, whereby penum 
bras are shown in the image frame. 

31. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of adjacent areas 
that forms said frame, wherein the characteristic infor 
mation of each such area is determined by sampling, at 
a plurality of points in a certain pattern within a bound 
ary of substantially every such area across said image 
frame, data stored in a computer database that specifies 
spatial locations and visual characteristics of an object 
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scene for said image frame, the improvement compris 
ing electronically arranging said plurality of sample 
points within substantially every such area in a spatial 
distribution therein such that a Fourier transform of 
such a distribution over an infinite plane is substantially 
continuous in some regions, wherein said electronic 
information of spatial movement of the object scene 
during a time period represented by said image frame, 
and further wherein the characteristic information of 
the object is determined for each of the plurality of 
sample points within each frame area at one of a plural 
ity of different instants during said image frame time 
period, thereby to show any motion blur of the object 
scene that occurs during the time period of said image 
frame. 

32. The method according to claim 31, wherein said 
one of a plurality of different instants of time is pseudo 
randomly determined for said sample points. 

33. The method according to claim 31, wherein said 
improvement additionally comprises the steps of estab 
lishing the characteristics of an optical imaging system, 
including aperture size and focal plane relative to the 
objects of the scene, and determining the characteristics 
of the objects for each sample by taking into account 
the distance of the objects from the focal plane and the 
size of the lens aperture, whereby the image frame elec 
tronic signal contains information of the objects with a 
certain depth of field as determined by the characteris 
tics of the optical imaging system. 

34. The method according to claim 33 wherein the 
step of determining the characteristics of the objects 
includes pseudo-randomly distributing the path of sam 
ple points through said lens aperture. 

35. The method according to claim 31 wherein said 
improvement additionally comprises the steps of deter 
mining, for said sample points individually, a range of 
angles of reflection and/or refraction of the object 
scene at each point, and pseudo-randomly selecting one 
such angle for each such sample point, whereby other 
portions of the object scene that are visible by reflection 
from or transparency through a sampled point of the 
object scene are determined. 

36. The method according to claim 31 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of rays extending from each such point to a 
source of illumination of the scene, pseudo-randomly 
selecting one such ray angle for each such point, and 
determining for each of said selected rays whether 
other objects are in the path of the ray, whereby penum 
bras are shown in the image frame. 

37. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of pixels that forms 
said frame, wherein the characteristic information of 
each pixel is determined by sampling, at a plurality of 
points within a boundary of each of said pixels, data 
stored in a computer database that specifies visual char 
acteristics of an object scene for said image frame, the 
improvement comprising the steps of including in said 
computer database information of changes in the object 
scene visual characteristics that occur during the time 
period of said image frame, and electronically sampling 
the data base at said plurality of points at different in 
stants during said time period, whereby any motion blur 
of the object scene is included in the resulting image 
frame electronic signal, wherein the steps of sampling 
the database at said plurality of points includes doing so 



4,897,806 
89 

pseudo-randomly as a function of time for each such 
pixel and within said time period of said image frame, 
whereby the image frame signal has reduced aliasing in 
time. 

38. The improved method according to claim 37 
wherein the step of sampling the database at said plural 
ity of points includes the steps of defining an interval of 
time for taking a sample for each of said plurality of 
points for said pixel, and pseudo-randomly determining 
the instant of each such sample within its said defined 
interval of time, whereby the image frame signal has 
reduced aliasing in time. 

39. The improved method according to claim 38 
wherein the intervals of time defined for taking each 
sample are substantially non-overlapping. 

40. The improved method according to claim 38 
wherein the intervals of time defined for taking each 
sample are overlapped in a manner to increase the con 
centration of samples in the middle of the intervals of 
time relative to the concentration at their beginning and 
end. 

41. The method according to any of claims 37 and 38, 
inclusive, wherein said improvement additionally com 
prises the steps of establishing the characteristics of an 
optical imaging system, including aperture size and 
focal plane relative to the objects of the scene, and 
determining the characteristics of the objects for each 
sample by taking into account the distance of the ob 
jects from the focal plane and the size of the lens aper 
ture, whereby the image frame electronic signal con 
tains information of the objects with a certain depth of 
field as determined by the characteristics of the optical 
imaging system. 

42. The method according to any of claims 37 and 38, 
inclusive, wherein said improvement additionally com 
prises the steps of determining, for the sample points 
individually, a range of angles of reflection and/or re 
fraction of the object scene at such points, and pseudo 
randomly selecting one such angle for each such sample 
point, whereby other portions of the object scene that 
are visible by reflection from or transparency through a 
sampled point of the object scene are determined. 

43. The method according to any of claims 37 and 38, 
inclusive, wherein said improvement additionally com 
prises the steps of determining, for the sample points 
individually, a range of angles of rays extending from 
each such point to a source of illumination of the scene, 
pseudo-randomly selecting one such ray angle for each 
such point, and determining for each of said selected 
rays whether other objects are in the path of the ray, 
whereby penumbras are shown in the image frame. 

44. In a method of forming an electronic signal of a 
video image frame that individually specifies character 
istic information of each of an array of pixels that forms 
said frame, wherein the characteristic information of 
each pixel is determined by sampling, at a plurality of 
points within a boundary of each of said pixels, data 
stored in a computer database that specifies visual char 
acteristics of an object scene for said image frame, the 
improvement comprising the steps of establishing the 
characteristics of an optical imaging system, including 
aperture size and focal plane relative to the objects of 
the scene, and electronically determining the visual 
characteristics of the object scene at each point sample 
by taking into account the distance of the objects from 
the focal plane and the size of the lens aperture, 
whereby the image frame electronic signal contains 
information of the objects with a certain depth of field 
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as determined by the characteristics of the optical imag 
ing system, wherein the step of determining the visual 
characteristics of the object scene for each point sample 
includes pseudo-randomly determining the point on the 
lens from which the object scene is sampled within a 
field of vie of the object scene that is determined by the 
lens aperture and location of the focal plane. 

45. The method according to claim 44, wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles of reflection and/or refraction of the object 
scene at such points, and pseudo-randomly selecting 
one such angle for each such sample point, whereby 
other portions of the object scene that are visible by 
reflection form or transparency through a sampled 
point of the object scene are determined. 

46. The method according to claim 44, wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 
angles or rays extending from each such point to a 
source of illumination of the scene, pseudo-randomly 
selecting one such ray angle for each such point, and 
determining for each of said selected rays whether 
other objects are in the path of the ray, whereby penum 
bras are shown in the image frame. 

47. The method according to claims 27, 31, 37, 38 or 
44 wherein said improvement additionally comprises 
the steps of determining, for the sample point individu 
ally, a range of angles of refraction of the object scene 
at such points, and pseudo-randomly selecting one such 
angle for each such sample point, whereby other por 
tions of the object scene that are visible by transparency 
through a sample point of the object scene are deter 
mined. 

48. In a method of forming an image frame by indi 
vidually controlling characteristic information of each 
pixel in an array of pixels that forms said frame, wherein 
objects to be included in said image frame are repre 
sented by data stored in computer data base that speci 
fies spatial locations and visual characteristics of said 
objects for said image frame, a method of accessing the 
information of the computer database for determining 
the characteristic information of each pixel, comprising 
performance of the following steps electronically: 

spatially dividing the area of said pixel into a plurality 
of non-overlapping areas, 

pseudo-randomly positioning a sample point within 
substantially each of said areas, thereby to deter 
mine the position of a plurality of sample points for 
each pixel, 

determining from the computer database the charac 
teristic information of the closest of said objects at 
each of the plurality of sample points for each pixel 
of said frame, and 

combining the characteristic information of the sam 
ples in each pixel, thereby to determine a single 
characteristic information of each pixel; wherein 
information of any movement of said objects dur 
ing the time period of said image frame is included 
in said computer database, and wherein the step of 
determining characteristic information for each 
offset point comprises the steps of pseudo-ran 
domly assigning each of said sample points to one 
of a plurality of different times during the image 
frame time period, and determining object charac 
teristic information for each sample point at its said 
assigned time, whereby said image will include any 
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motion blur that occurs during the time period of 
said image frame. 

49. The method according to claim 48, wherein said 
determining step includes a method comprising the 
steps of establishing the characteristics of an optical 5 
imaging system, including aperture size and focal plane 
relative to the objects of the scene, and determining the 
characteristics of the objects for each sample by taking 
into account the distance of the objects from the focal 
plane and the size of the lens aperture, whereby the 10 
image frame electronic signal contains information of 
the objects with a certain depth of field as determined 
by the characteristics of the optical imaging system. 

50. The method according to claim 48, wherein said 
determining step includes a method comprising the 15 
steps of determining, for said sample points individu 
ally, a range of angles of reflection and/or refraction of 
the object scene at each point, and pseudo-randomly 
selecting one such angle for each such sample point, 
whereby other portions of the object scene that are 
visible by reflection from or transparency through a 
sample point of the object scene are determined. 

51. The method according to claim 48 wherein said 
improvement additionally comprises the steps of deter 
mining, for the sample points individually, a range of 25 
angles of rays extending from each such point to a 
source of illumination of the scene, pseudo-randomly 
selecting one such ray angle for each such point, and 
determining for each of said selected rays whether 
other objects are in the path of the ray, whereby penum 
bras are shown in the image frame. 

52. In a method of forming an image frame by indi 
vidually controlling characteristic information of each 
pixel in an array of pixels that forms said frame, wherein 
objects to be included in said image frame are repre 
sented by data stored in a computer database that speci 
fies spatial locations and visual characteristics of said 
objects for said image frame, a method of accessing the 
information of the computer data base for determining 
the characteristic information of each pixel, comprising 40 
performance of the following steps electronically: 

spatially dividing the area of said pixel into a plurality 
of non-overlapping areas, 

determining a nominal point location within each of 
said areas in a non-regular pattern, 

pseudo-randomly determining an offset of each such 
nominal point within each of said areas for each 
pixel within said image frame, 

determining from the computer database the charac 
teristic information of the closest of said objects at 50 
each pseudo random offset point for each pixel of 
said frame, and; 

combining the characteristic information of the sam 
ple points in each pixel, thereby to determine a 
single characteristic information of each pixel, 
wherein information of any movement of said ob 
jects during the time period of said image frame is 
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included in said computer data base, and wherein 
the step of determining characteristic information 
for each offset point comprises the steps of pseudo 
randomly assigning each of said sample points to 
one of a plurality of different times during the 
image frame time period, and determining object 
characteristic information for each sample point at 
its said assigned time, whereby said image will 
include any motion blur that occurs during the time 
period of said image frame. 

53. In a method of forming an image frame by indi 
vidually controlling characteristic information of each 
pixel in an array of pixels that forms said frame, wherein 
objects to be included in said image frame are repre 
sented by data stored in a computer database that speci 
fies spatial locations and visual characteristics of said 
objects for said image frame, a method of accessing the 
information of the computer data base for determining 
the characteristic information of each pixel, comprising 
performing the following steps electronically: 

spatially dividing the area of said pixel into a plurality 
of non-overlapping areas, 

determining a nominal point location in substantially 
the center of each of said areas, 

pseudo-randomly determining an offset of each nomi 
nal point within each of said areas for each pixel 
within said image frame, 

determining from the computer database the charac 
teristic information of the closest of said objects at 
each pseudo random offset point for each pixel of 
said frame, and; 

combining the characteristic information of each 
offset point in each pixel, thereby to determine a 
single characteristic information of each pixel, 
wherein information of any movement of said ob 
jects during the time period of said image frame is 
included in said computer data base, and wherein 
the step of determining characteristic information 
for each offset point comprises the steps of pseudo 
randomly assigning each said offset point to one of 
a plurality of different times during the image 
frame time period, and determining object charac 
teristic information for each offset point at its said 
assigned time, whereby said image will include any 
motion blur that occurs during the time period of 
said image frame. 

54. The method according to any of claims 48, 52 or 
53, inclusive, wherein said determining step includes a 
method comprising the steps of determining, for said 
sample points individually, a range of angles of refrac 
tion of the object scene at each point, and pseudo-ran 
domly selecting one such angle for each such sample 
point, whereby other portions of the object scene that 
are visible by transparency through a sample point of 
the object scene are determined. 
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