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12
System Unit
Bus Controller 14
(Master) T
A
Auth/ CTRL/Status,
Instr Data (Peripheral only)
\ 4
I~ Bus SigrzasllI Eli'}vi:gr & INTF
18 & 22 ‘
Data
~ " Peripherals (Peripheral only)
16 R

Figure 3



5,694,555

Sheet 4 of 28

Dec. 2, 1997

2N LW N I

'
¢d T cd
1 — o1

U.S. Patent

qov gge Q9€ ave  eyg B0t BgE BOE are  eye
S S S 5 5 = R N B
2N |2 N4 |1 Nd LN [2Nd |1 NS
PUEdS| o o« [2A305iksy| ‘Osi | osi [2edS| o oo |1 A3a| A (SN N
= ~= A v 7
me Nm\L
p ainbi4
Nlmc Y = NIMVI = Nlm = Nﬂ -N|m
J
———
ad
oe



5,694,555

Sheet 5 of 28

Dec. 2, 1997

U.S. Patent

{ev1 ‘ev1 ‘vl = yagy Boq
2 Hod ‘| 8NH = Haav 039

{sv1} = 4aqy boq

(eNd ‘INd ‘0 Nd) 5 ¢ ¥od ‘g 8NH = HAav 039
, 1 apoN _
T A~ (ond) {ov1} = Haay bo7
— 191 98pON | €Wuod:ZaNH =Haay 039
- L ONd)
(w7} = Haay o1 i o9,” | vapoN
{ov1} =4aay boq } HOod ‘¢ 9NH = Haav 03 pez .
| Mod 1} gnH = HAav 039 ~ sz
(ONd) | ve
~t (ONd) G 8pON vz
B9l | 09poN . ve 0
. e Z 9nH (0 N4) \)\m_
egz— /] eepon
0 H0d 2 gNH ¢ {1} =waqy boT
= HAay 039 ¥ HOd ‘¢ 9NH = HAav 039

vi

G ainbi4



5,694,555

Sheet 6 of 28

Dec. 2, 1997

U.S. Patent

0s Z @inbi4
8y
P [ )\ \ )
-eled / ] -BleQ S
+ejeq S / +eleq S
O0A /l\ ) i\ 20/
\
02
gaunbiy

/

(se)uaay Ieoibo1/030

f

al 1exoed
]

\l\

474

/

4%



U.S. Patent Dec. 2, 1997 Sheet 7 of 28 5,694,555
56
I
52
[ Data Buffers |e——
Control State v To
Machine »<—>Hubs/
and Circuitry I Nodes
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Packet Format: Geographical Addressing
8bits 6 bits 6 bifs Bbits  Bhis 1-256 bytes
510- | Sync | PID | Hub:node Offset Len Data
Data Packet
8bits 6bis 6 bifs 8 bits
502- | Sync | PID | Hub:node | Sync | PID [-508
Token Packet Handshake Packet
Figure 14a
Packet Format: Logical Addressing
8bits 6bits Gbhits 6bits 8bits  1-256 bytes 16 bits
CRC
512- I Sync | PID |Dest | Src | Len Data (optional) I
Data Packet
8bits Ghits 6 6bits Ghils 6 bits '
504- | Sync | PID | Addr I l Sync | PID | Dest | Src } -506
Host - Function -
Function Token Packet Function Token Packet
8 bits 6 bits
508- | Sync | PID
Handshake Packet

Figure 14b
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514 516

~ ~
PT PF

<4 Packet type ->[<«-Parameter Field-»

PTy | PTy | PT, | PRy | PFy [ PR, | PID Field

PT <0:2> Abbrev Packet Type
000 LOGD Logical data packet
100 GEOD Geographical data packet

101 TKFF Token between logical functions

110 TKHF Logical token between host and function
010 GEOT Geographical token packet

001 HSHK Handshake packet

011 CTRL Special control packet

111 RSVD Reserved

Figure 15

514
\— HANDSHAKE PACKET

PT PF
o | o 1 |PR|PF |PFR | PID

516

PF<0:2>=0 Receive buffer cannot accept data (RCVNACK)
PF<0:2> =1 Receive buffer can accept data (RCVACK)
PF<0:2> =2 CRC check fails (CRCNACK)

PF<0:2>=3 CRC check passes (CRCACK)

PF<0:2> =4 Source cannot send data (NULL)

PF<0:2>=5 Attention Request (ATTN)

PF<0:2> =6 Logical function not finished reset

PF<0:2>=7 Logical function completed reset

Figure 16a
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Control Token Packet: Geographical Addressing

514 516
- PT PF ~
0 1 0 PFO PF1 PF2 PID Field
Value Abbrev Function
PF = 000 GRST  Global reset
PF = 001 GNRS  Gilobal node reset
PF =010 SNRS  Single node reset
PF =011 HSGP  Host sending GEO data packet
PF =100 PENB  Enable port N
PF =101 PDIS Disable port N
PF =110 PENQ  Presence query
PF =111 GCVF  Geographical Configuration Verify

Figure 16b

Control Token Packet: Logical Addressing

516
S PT PF —
0 0 1 PFO P F1 PF2 PID
PF<0:2> =0 Global function reset
PF<0:2> = Single function reset
PF<0:2> =2 Function Status request
PF<0:2> =3 Attention request
PF<0:2>=4 Reserved
PF<0:2> =5 Reserved
PF<0:2> =6 Reserved
PF<0:2>=7 Reserved

Figure 16¢c
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Function To FunctionToken Packet: Logical Addressing

514 516
S PT PF ~
1 0 1 0 P F1 PF2 PID

PF<0>=0
PF<1:2>=0 Asynchronous control packet
PF<1:2> =1 Asynchronous/lsochronous block data packet
PF<1:2>=2 Reserved
PF<1:2>=3 Isochronous data packet

Figure 17a

Host To Function Token Packet: Logical Addressing

6
S PT S

1 1 0 PFO PF1 PF2 PID

PF<0>=0 Host sources packet

PF<0> =1 Function sources packet

PF<1:2>=0 Asynchronous control packet

PF<1:2> =1 Asynchronous data/Isochronous block packet
PF<1:2>=2 Reserved

PF<1:2>=3 Isochronous data packet

Figure 17b
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Data Packet: Geographical Addressing

516
NPT PF —

1 o | o | PR |[PF |PFR]| PID

PF<0:2>=0 Assign Logical Address
PF<0:2> =1 Assign geographical address
PF<0:2> =2 Geographical data packet
PF<0:2>=3 Reserved

PF<0:2> =4 Reserved

PF<0:2>=5 Reserved

PF<0:2>=6 Reserved

PF<0:2> =7 Reserved

Figure 17c

Data Packet: Logical Addressing
514 516
. PT PF —
0 0 | o |PR|PF|PF| PID

PF<0>=0 Do not perform CRC generate/check

PF<0> =1 Perform CRC generate/check

PF<1:2>=0 Asynchronous control packet

PF<1:2> =1 Asynchronous data/Isochronous block packet
PF<1:2> =2 Reserved

PF<1:2>=3 Isochronous data packet

Figure 17d
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Non-Response Geographical Transfer
Host Hub or Node

Host broadcasts Token Node(s)/hub(s)
non-response —1 decode token and
518 geographical token give no response
Host issues Next Token
next token

Figure 18a

Response Geographical Transfer: Write

Host Hub or Node
Host broadcasts Token Hub/node decodes
t°keRBBeRSt='”§“°“ *1 "token ADDR field
Hub/node can 520
Al-(i:c;(sadegogeﬁ B Handshake accept data & issues| ~
anashake Receive ACK
Host sends Data > Hub/node
data receives data
Host issues Next token
next token

Figure 18b
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Response Geographical Transfer: Read
Host Hub or Node
Host broadcasts Token
token: Source —> Hub;\ngggcfliee?gdes
ADDR =B
522 Hub/node
T Host D38 sends data
receives data

Host issues
next token

Next Token -

Figure 18c
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Host Sends Data, Function Accepts Data, No CRC Checking
(Logical Addressing)

Host Function B
Host broadcasts Token Function decodes
token: Destination | token ADDR field
ADDR =B
Host decodes Handshake [ Function can accept
524 ACK handshake -1 data and issues
Receive ACK
Host sends Data > Function
data receives data
Host issues Next Token
next token

Figure 19a

Host Sends Data, Function Accepts Data, CRC Checking
(Logical Addressing)

Host Function B
Host broadcasts
token: Destination Token [ Hub/node decodes
ADDR =B token ADDR field
Function can
526 ';%Sge?fg OA%;E o andshake |, ont data & issues
Receive ACK
Host sends Function receives
data Data — data and does
CRC check
Host decodes CRC |  Handshake |Function sends CRC
ACK handshake handshake packet
Host issues Next token
next token

Figure 19b
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Host Sends Data, Function Cannot Accept Data
(Logical Addressing)

Host Function B
Host broadcasts :
token: Destination Token > I:ouknecr':l%rb%elg?%?:
ADDR =B
Function cannot
528 Host decodes | Handshake accept data and
NACK handshake issues a
Receive NACK
Host issues Next Token -
next token
Figure 19c¢
Host Receives Data, Function Cannot Send Data
(Logical Addressing)
Host Function B
Host d t
tok%i:bézztiﬁgﬁosn Token I Function decodes
ADDR =B token ADDR field
Function cannot
530 Host decodes < Handshake send data and
Null handshake .
issues a
null handshake

Host issues Next token
next token

Figure 19d
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Host Receives Data, Function Can Send Data, No CRC Checking
(Logical Addressing)

Host Function B
Host broadcasts ;
token: Source Token —> Futfg%nﬂdf?glgdes
ADDR =B
532 Host receives - Data Function
data sends data
Host issues Next Token
next token

Figure 19e

Host Receives Data, Function Can Send Data, CRC Checking
(Logical Addressing)

Host Function B
t
Htgie?,?é‘gjfgs Token | Function decodes
ADDR =B ADDR field
Host receives Function
234 d‘g‘gg”c‘:‘ggfs D2l sends data
Host sends < Handshake Function decodes
CRC handshake CRC handshake
next token —>

Figure 19f
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Host Sending An Attention Request Token
(Logical Addressing)

Host - Function B
Host broadcasts Token Function decodes
token: Source P ADDR field
ADDR =B
Host decodes - Handshake Function sends
handshake NULL or ATTN
handshake
Host issues Next Token >
next token

Figure 19g
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1

METHOD AND APPARATUS FOR
EXCHANGING DATA, STATUS, AND
COMMANDS OVER AN HIERARCHICAL
SERIAL BUS ASSEMBLY USING
COMMUNICATION PACKETS

This is a continuation of application No. 08/332,573,
filed Oct. 31, 1994, now abandoned.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to the field of computer
systems. More specifically, the present invention relates to
serial buses for connecting peripherals to the system units of
computer systems, including the associated controllers and
interfaces.

2. Background Information

A number of interrelated considerations is making it
desirable to have a single, relatively fast, bi-directional,
isochronous, low-cost, and dynamically configurable serial
bus for simultaneously connecting isochronous as well as
asynchronous peripherals to the system unit of a desktop
computer system. Isochronous peripherals are peripherals
that generate real time natural data such as voice, motion
video, and the like. These interrelated considerations
include:

Connection of the Telephone to the Desktop Computer

It is expected that the merging of computing and com-
munication will be the basis of the next generation of
productivity applications on desktop computers. The move-
ment of machine oriented and human oriented data types
from one location or environment to another depends on
ubiquitous and cheap connectivity. Unfortunately, the com-
puting and communication industries have evolved indepen-
dently. As a result, a wide range of desktop computer and
telephone interconnects have to be supported.

Ease of Use

The lack of flexibility in reconfiguring desktop computers
has been acknowledged as its Achilles heel to it’s further
development. The combination of user friendly graphical
interfaces and the hardware and software mechanisms asso-
ciated with the new generation of system bus architectures
have made desktop computers less confrontational and
easier to reconfigure. However, from the enduser point of
view, the desktop computer’s I/O interfaces such as serial/
parallel ports, keyboard/mouse/joystick interfaces, still lack
the attributes of plug and play or too limiting in terms of the
type of I/O devices that can be live attached/detached.
Port Expansion

The addition of external peripherals to desktop computers
continues to be constrained by port availability. The lack of
a bi-directional, low-cost, low to mid speed peripheral bus
has held back the proliferation of peripherals like telephone/
fax/modem adapters, answering machines, scanners, per-
sonal digital assistants (PDA), keyboards, mouses, eic.
Existing interconnects are optimized for one or two point
products. As each new function or capability is added to the
desktop computer, typically a new interface has been defined
to address this need.

In other words, this desired serial bus is expected to
provide low cost simultaneous connectivity for the relatively
low speed 10-100 kbps interactive devices such as
keyboard, mouse, stylus, game peripherals, virtual reality
peripherals, and monitors, as well as the moderate speed
500-5000 kbps isochronous devices such as ISDN, PBX,
POTS, and other audio devices. A multiplicity of both types
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of devices are expected to be connected and active at the
same time, and yet the latter type of devices are provided
with guaranteed latencies and bandwidths. Furthermore, the
devices are expected to be hot attached and detached, with
the serial interface being able to dynamically reconfigure
itself without interrupting operation of the desktop computer
system.

There are several technologies that are commonly con-
sidered to be serial buses for connecting peripherals to
system units of computer systems. Each of these buses is
designed to handle a specific range of communications
between system units and peripherals. Particular examples
of these buses include:

Apple® Desktop Bus (ADB): ADB is a proprietary bus of
Apple Computer Inc. It is a minimalist serial bus that
provides a simple read/write protocol to up to 16 devices.
Only basic functions are required of the controller and
interface hardware. Thus, the implementation cost is
expected to be low. However, ADB supports data rates only
up to 90 kbps, just enough to communicate with asynchro-
nous desktop devices such as keyboards and mouses. It is
not capable of simultancously supporting the moderate
speed isochronous devices discussed earlier.

Access.bus (A.b): A.b is developed by the Access.bus
Industry Group. It is based on the I°C technology of Philips
Corporation and a software model of Digital Equipment
Corporation (DEC). A.b is also designed primarily for
asynchronous devices such as keyboards and mouses. How-
ever A.b is generally considered to be more versatile than
ADB. Ab’s protocol has well defined specifications for
dynamic attach, arbitration, data packets, configuration and
software interface. Moderate amount of functions are
required of the controller and interface hardware. Thus, the
implementation cost is only marginally competitive for the
desired desktop application. While addressing is provided
for up to 127 devices, the practical loading is limited by
cable lengths and power distribution considerations. Revi-
sion 2.2 specifies the bus for 100 kbps operation, but the
technology has headroom to go up to 400 kbps using the
same separate clock and data wires. However, at 400 kbps,
Ab still falls short in meeting the requirements of the
moderate speed isochronous devices.

IEEE’s P1394 Serial Bus Specification (aka FireWire):
FireWire is a high performance serial bus. It is designed
primarily for hard disk and video peripherals, which may
require bus bandwidth in excess of 100 Mbps. It’s protocol
supports both isochronous and asynchronous transfers over
the same set of 4 signal wires, broken up as differential pairs
of clock and data signals. Thus, it is capable of simulta-
neously meeting the requirements of low speed interactive
as well as moderate speed isochronous devices. However,
elaborate functions are required of the controller and inter-
face hardware, rendering FireWire to be non-price competi-
tive for the desired desktop application. Moreover, the first
generation of devices, based on FireWire's specification, are
only just becoming available in the market.

The Concentration Highway Interface (CHI): CHI is
developed by American Telephone & Telegraph Corporation
(AT&T) for terminals and digital switches. It is a full duplex
time division multiplexed serial interface for digitized voice
transfer in a communication system. The protocol consists of
a number of fixed time slots that can carry voice data and
control information. The current specification supports data
transfer rates up to 4,096 Mbps. The CHI bus has 4 signal
wires: Clock, Framing, Receive Data, and Transmit Data.
Both, the Framing and the Clock signals are generated
centrally (i.e. PBX switch). Thus, it is also capable of
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simultaneously meeting the requirements of low speed inter-
active as well as the moderate speed isochronous devices.
Similar to FireWire, elaborate functions are also required of
the controller and interface hardware. As a result, CHL is also
non-price competitive for the desired desktop application.

As will be disclosed in more detail below, the present
invention provides the desired serial bus assembly, including
its associated controller, bridging connectors and interfaces,
that advantageously overcomes the limitations of the prior
art serial buses in a novel manner.

SUMMARY OF THE INVENTION

The present invention includes circuitry and complemen-
tary logic provided to a bus controller, 8 number of 1:n bus
signal distributors, and a number of bus interfaces of an
hierarchical bus assembly for conducting data communica-
tion transactions between bus agents interconnected to the
hierarchical bus assembly. The hierarchical serial bus assem-
bly is used to serially interface a number of isochronous and
asynchronous peripherals to the system unit of a computer
system. These circuitry and complementary logic of the
serial bus elements implement a number of elemental pack-
ets and a number of transaction protocols, employing a
master/slave model of transaction flow control. Data com-
munication transactions are conducted using the elemental
packets and in accordance to the transaction protocols. In
some embodiments, these circuitry and complementary
logic of the serial bus elements are also used to conduct
connection management transactions between the serial bus
elements. The connection management transactions are con-
ducted in like manner as the data communication transac-
tions.

Typically, the bus controller is disposed in the system unit,
and interconnected to a number of 1:n bus signal distributors
and a number of bus interfaces. The bus interfaces are
disposed in the connecting peripherals, one bus interface per
connecting peripheral. The peripherals, through their bus
interfaces, are generally connected to the system unit,
through the bus controller, using one or more of the bus
signal distributors. A bus interface is always a termination
point. Only a bus signal distributor may have one or more
bus signal distributor(s) and/or bus interface(s) connected
upstream to it. Together, the system unit, the serial bus
elements, and the peripherals form an hierarchy of intercon-
nected devices.

A connecting peripheral may be an isochronous or an
asynchronous peripheral. Typically, the isochronous periph-
erals operate with data rates in the range of 500-5000 kbps,
whereas the asynchronous peripherals operate with data
rates in the range of 10-100 kbps. Furthermore, a connecting
peripheral may be a multi-function peripheral, i.e. multiple
functions being mapped to a single bus connection point
serviced by a single bus interface.

The elemental packets include a token packet, a hand-
shake packet, and a data packet. Bach packet includes a
packet identifier identifying the packet type and nature of the
packet. Preferably, each packet further includes a leading
sync field to aid the interconnected devices in receiving the
packet. The transaction protocols include protocols for
transactions between the system unit and any one of the
functions of the interconnected peripherals, between any
two functions of the interconnected peripherals, and
between the system unit and any one of the interconnected
devices. The elemental packets and transaction protocols are
adaptable for data communication as well as connection
management transactions employing the master/slave model
of flow control.
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In embodiments where the various devices are physically
interconnected together using low cost two signal wire
cables, and electrical signals are propagated between the
interconnected devices over the two signal wires in a dif-
ferential manner, preferably the beginning and the end of a
packet is denoted by the “fault” condition of zero difference.
In embodiments where the interconnected devices jointly
implement geographical addressing for the devices and
logical addressing for the functions of the interconnected
peripherals, the elemental packets and the transaction pro-
tocols further support transactions conducted in either the
geographical address space or the logical address space.

BRIEF DESCRIPTION OF DRAWINGS

The present invention will be described by way of exem-
plary embodiments, but not limitations, illustrated in the
accompanying drawings in which like references denote
similar elements, and in which:

FIG. 1 illustrates an exemplary computer system incor-
porating the serial bus teachings of the present invention;

FIG. 2 illustrates one embodiment of the serial bus
assembly of FIG. 1 in further detail;

FIG. 3 illustrates a master/slave model of flow control
employed by the present invention for serially interfacing
the interconnected peripherals to the system unit and con-
trolling transaction flows;

FIG. 4 illustrates a frame based polling schedule of the
present invention implemented by some embodiments for
polling the slave “devices™;

FIG. § illustrates geographical and logical addressing of
the present invention implemented by some embodiments
for addressing serial bus elements and functions of bus
agents;

FIG. 6 illustrates the essential elements of communication
packets of the present invention implemented by some
embodiments for conducting transactions employing the
master/slave model of flow control;

FIG. 7 illustrates one embodiment of the cables physically
connecting the serial bus elements under the present inven-
tion;

FIGS. 8-9 illustrate one embodiment of the bus controller
of the present invention including its associated software;

FIGS. 10-11 illustrate one embodiment of the 1:n bus
signal distributor of the present invention including its port
circuitry;

FIGS. 12-13 illustrate one embodiment of the bus inter-
face of the present invention including its conmector cir-
cuitry;

FIGS. 14a-14% illustrate one embodiment of the elemen-
tal packets of the present invention;

FIG. 15 illustrates one embodiment of the packet identi-
fiers of the elemental packets including the packet types they
identify;

FIGS. 16a—16¢ and 17a-17d illustrate one embodiment of
the packet fields of the packet identifiers and their corre-
sponding meanings;

FIGS. 18a-18¢ illustrate one embodiment of connection
management transaction protocols;

FIGS. 194-19k illustrate one embodiment of data com-
munication transaction protocols;

FIG. 20 illustrates one embodiment of a state machine
provided to the bus controller for implementing the above
described protocols;

FIG. 21 illustrates one embodiment of a state machine
provided to a bus signal distributor for implementing the
above described protocols;






